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Abstract | In this paper, we survey recent advances in Reinforcement Learning (RL) for reasoning with Large
Language Models (LLMs). RL has achieved remarkable success in advancing the frontier of LLM capabilities,

particularly in addressing complex logical tasks such as mathematics and coding. As a result, RL has emerged
as a foundational methodology for transforming LLMs into LRMs. With the rapid progress of the field, further
scaling of RL for LRMs now faces foundational challenges not only in computational resources but also in
algorithm design, training data, and infrastructure. To this end, it is timely to revisit the development of

this domain, reassess its trajectory, and explore strategies to enhance the scalability of RL toward Artificial

SuperlIntelligence (ASI). In particular, we examine research applying RL to LLMs and LRMs for reasoning
abilities, especially since the release of DeepSeek-R1, including foundational components, core problems,
training resources, and downstream applications, to identify future opportunities and directions for this rapidly
evolving area. We hope this review will promote future research on RL for broader reasoning models.
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Figure 1 | Overview of the survey. We introduce the foundational components of RL for LRMs,
along with open problems, training resources, and applications. Central to this survey is a focus on
large-scale interactions between language agents and environments throughout long-term evolution.
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1. Introduction

Reinforcement Learning (RL) [Sutton et al., 1998] has repeatedly demonstrated that narrow, well-
specified reward signals can drive artificial agents to superhuman competence on complex tasks.
Landmark systems such as AlphaGo [Silver et al., 2016] and AlphaZero [Silver et al., 2017], which
learned exclusively through self-play and reward feedback, surpassed world champions in Go, chess,
shogi and Stratego [Perolat et al., 2022, Schrittwieser et al., 2020, Silver et al., 2018], establishing
RL as a practical and promising technology for high-level problem solving. In the era of Large
Language Models (LLMs) [Zhao et al., 2023a], RL initially rose to prominence as a post-training
strategy for human alignment [Ouyang et al., 2022]. Widely adopted methods such as Reinforcement
Learning from Human Feedback (RLHF) [Christiano et al., 2017] and Direct Preference Optimization
(DPO) [Rafailov et al., 2023] finetune pre-trained models to follow instructions and reflect human
preferences, markedly improving helpfulness, honesty, and harmlessness (3H) [Bai et al., 2022b].

More recently, a new trend has emerged: RL for Large Reasoning Models (LRMs) [Xu et al., 2025a],
which aims not merely to align behavior but to incentivize reasoning itself. Two recent milestones
(i.e., OpenAl ol [Jaech et al., 2024] and DeepSeek-R1 [Guo et al., 2025a]) demonstrate that training
LLMs using reinforcement learning with verifiable rewards (RLVR), such as answer correctness for
mathematics or unit-test pass rates for code, can enable models to perform long-form reasoning,
including planning, reflection, and self-correction. OpenAl reports [Jaech et al., 2024] that ol’s
performance improves smoothly with both additional RL (increased train-time compute) and more
time spent “thinking” at inference (test-time compute) [Brown et al., 2024, Liu et al., 2025c, Snell
et al., 2024], revealing a new scaling axis beyond pre-training alone [Aghajanyan et al., 2023, Kaplan
et al., 2020]. DeepSeek-R1 [Guo et al., 2025a] employs explicit, rule-based accuracy rewards for
mathematics, as well as compiler- or test-based rewards for coding tasks. This approach demonstrates
that large-scale reinforcement learning, specifically, Group Relative Policy Optimization (GRPO), can
induce sophisticated reasoning behaviors even in base models prior to subsequent alignment stages.

This shift reframes reasoning as a capability that can be explicitly trained and scaled [OpenAl,
2025a,b]: LRMs allocate significant test-time compute to generate, evaluate, and revise intermediate
chain-of-thought [Wei et al., 2022], and their performance rises as this compute budget increases.
This dynamic introduces a complementary path to capability gains, orthogonal to data and parameter
scaling during pre-training [Aghajanyan et al., 2023, Kaplan et al., 2020], while leveraging a reward
maximization objective [Silver et al., 2021], automatically checkable rewards wherever reliable
verifiers exist (e.g., competition mathematics [Guo et al., 2025a, Jaech et al., 2024], competitive
programming [El-Kishky et al., 2025], and selected scientific domains [Bai et al., 2025]). Furthermore,
RL can overcome data limitations [Shumailov et al., 2024, Villalobos et al., 2022] by enabling self-
generated training data [Silver et al., 2018, Zhao et al., 2025a]. As a result, RL is increasingly
regarded as a promising technology for achieving Artificial SuperIntelligence (ASI) on a broader range
of tasks through continual scaling.

At the same time, further scaling of RL for LRMs introduces new constraints, not only in compu-
tational resources, but also in algorithm design, training data, and infrastructure. How and where
RL for LRMs can be scaled to achieve high-level intelligence and generate real-world value remain
unresolved issues. Therefore, we argue that it is timely to revisit the development of this domain and
explore strategies to enhance the scalability of RL toward artificial superintelligence. In summary,
this survey reviews recent work on RL for LRMs as follows:

* We introduce the preliminary definitions of RL. modeling in the context of LRMs (§ 2.1) and
outline the development of frontier reasoning models since the release of OpenAl o1 (§ 2.2).

* We review recent literature on the foundational components of RL for LRMs, including reward
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Figure 2 | RLHF and DPO have been the two predominant RL methodologies for human alignment in
recent years. In contrast, RLVR represents an emerging trend in RL for LRMs, significantly enhancing
their capacity for complex task solving. The next stage of scaling RL for LLMs remains an open
question, with open-ended RL presenting a particularly challenging and promising direction.

2.

design (§ 3.1), policy optimization (§ 3.2), and sampling strategies (§ 3.3), comparing the
different research directions and technical approaches for each component.

We discuss foundational and still controversial problems in RL for LRMs (§ 4), such as the role of
RL (§ 4.1), RL versus Supervised Fine-Tuning (SFT) (§ 4.2), model priors (§ 4.3), training recipes
(8§ 4.4), and reward definitions (§ 4.5). We argue that these issues warrant further exploration to
enable continued scaling of RL.

We examine training resources for RL (§ 5), including static corpora (§ 5.1), dynamic environments
(§ 5.2), and training infrastructure (§ 5.3). While these resources are reusable in both research
and production, further standardization and development are needed.

We review applications of RL to a wide range of tasks (§ 6), such as coding tasks (§ 6.1), agentic
tasks (§ 6.2), multimodal tasks (§ 6.3), multi-agent systems (§ 6.4), robotics tasks (§ 6.5), and
medical applications (§ 6.6).

Finally, we discuss future directions in RL for language models (§ 7), covering novel algorithms,
mechanisms, features, and additional research avenues.

Preliminaries

2.1. Background

In this subsection, we introduce the basic components of RL and describe how language models can be
configured as agents within RL frameworks. As shown in Figure 3, RL provides a general framework
for sequential decision making, in which an agent interacts with an environment by taking actions
to maximize cumulative reward. In classical RL, the problem is typically formulated as a Markov
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Figure 3 | Basic components of RL and language models (LMs) as agents. The agent selects actions,
while the environment provides states and rewards at each turn. In the context of LMs, completion
tokens are treated as actions, which are concatenated with the context to form the state. Rewards are
typically assigned at the level of the entire response.

Decision Process (MDP) [Sutton et al., 1998], which is defined by a tuple (S, A, P, R, y). The main
components include a state space S, an action space A, transition dynamics  : Sx A — S, a reward
function R : S x A — R, and a discount factor y € [0, 1]. At each step, the agent observes a state s,
selects an action a, according to its policy my parameterized by 6, receives a reward r;, and transits to
the next state s,.;. When applying RL to language models, these concepts can be naturally mapped
to the language domain with minimal adaptation. The mapping is summarized as follows:

* Prompt/Task (x): Corresponds to the initial state or environment context, drawn from a data
distribution and corresponding to the dataset D.

* Policy (7g): Represents the language model, which generates a sequence of length T denoting as
y =(y1,...,yr) in response to the prompt.

* State (s;): Defined as the prompt together with the tokens generated so far, i.e., s; = (x, a1:;-1).

* Action (a,): The unit chosen at step t from the action space A. Depending on the granularity, the
action may be an entire sequence y (sequence-level), a token a; € V (token-level), or a segment
y® = (yl(k), e, y;f)) (step-level), with a detailed comparison in Table 2.

* Transition Dynamics (#): The state transition is usually deterministic in the context of LLMs
since s;+1 = [st, at], where [, -] denotes string concatenation. When the state contains an E0S
token, the policy transits to a terminal state, meaning the trajectory ends.

* Reward (R(x, y) or r): Assigned based on the action granularity, e.g., sequence-level R(x, y) at
trajectory end, token-level r, = R(x, a1.;) per token, or step-level r, = R(x, y1*®)) per segment.

* Return (G): The cumulative reward of the whole trajectory y for prompt x (typically with y = 1 for
finite horizons). It reduces to the single scalar R(x, y) with sequence-level reward, or aggregates
per-token/step rewards otherwise, as detailed in Table 2.

In this setting, the learning objective [Sutton et al., 1998] is to maximize the expected cumulative
reward over the data distribution D, that is,

mQaX j(@) = [Ex~D,y~Jrg(x) [G] (D)
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In practice, it is common to regularize the learned policy towards a reference policy 7..f, often
implemented as KL-divergence constraints to stabilize training and maintain language quality. In the
following sections, we present various algorithms that build upon this fundamental formulation.

2.2. Frontier Models

In this subsection, we provide an overview of state-of-the-art large reasoning models trained with
RL-like methods, organized roughly chronologically along three major directions: LRMs, agentic
LRMs, and multimodal LRMs.

Over the past year, RL has progressively expanded the frontier of reasoning models and their
applications. The first large reasoning models, OpenAl’s ol [Jaech et al., 2024] series, established the
effectiveness of scaling both train-time RL and test-time compute towards more powerful reasoning
abilities, achieving leading results on mathematics, coding, and science benchmarks. DeepSeek’s
flagship model R1 [Guo et al., 2025a] followed as the first open-source model to match ol’s per-
formance across benchmarks. It employs a multi-stage training pipeline to ensure well-rounded
model abilities, and explores the route of pure RL without supervised finetuning (i.e., Zero RL).
Other proprietary model releases promptly followed: Claude-3.7-Sonnet [Anthropic, 2025a] featured
hybrid reasoning, Gemini 2.0 and 2.5 [Comanici et al., 2025] introduced longer context lengths,
Seed-Thinking 1.5 [Seed et al., 2025b] featured generalization across domains, and the 03 [OpenAl,
2025b] series showcased increasingly advanced reasoning abilities. Recently, OpenAl introduced their
first open-source reasoning model gpt-oss-120b [Agarwal et al., 2025a], and subsequently GPT5 [Ope-
nAl, 2025a], their most capable Al system to date, which flexibly switches between an efficient model
and a deeper reasoning model GPT-5 thinking. Parallel open-source efforts continued to expand
the landscape. Within the Qwen family, QwQ-32B [Team, 2025g] matched R1’s performance, and
was followed by the Qwen3 [Yang et al., 2025a] series, with the representative model Qwen3-235B
further improving benchmark scores. The Skywork-OR1 [He et al., 2025d] suite of models were
based on R1-distilled models, and achieved scalable RL training through effective data mixtures and
algorithmic innovations. Minimax-M1 [Chen et al., 2025a] was the first model to introduce hybrid
attention to scale RL efficiently. Other works include Llama-Nemotron-Ultra [Bercovich et al., 2025],
which aimed to balance accuracy and efficiency; Magistral 24B [Rastogi et al., 2025], trained through
RL from scratch without distillation from prior models; and Seed-OSS [Team, 2025a], emphasizing
long-context reasoning abilities.

Model reasoning improvements have in turn extended their use cases in coding and agentic
scenarios. The Claude series has been known for their leading performance on agentic coding tasks,
and this was exemplified by Claude-4.1-Opus [Anthropic, 2025b], which further pushed forward
the state-of-the-art results on SWE-bench [Jimenez et al., 2023]. Kimi K2 [Team, 2025d] is a recent
representative agentic model which was specifically optimized for agentic tasks, forging large-scale
agentic training data synthesis and a general RL procedure that accommodates non-verifiable rewards.
Shortly after, both the GLM4.5 [Zeng et al., 2025a] and DeepSeek-V3.1 releases emphasized tool-use
and agentic tasks, showing substantial improvements on relevant benchmarks.

Multimodality is a key component behind the widespread adoption of reasoning models. Most
frontier proprietary models, including GPT-5, 03, Claude, and Gemini families, are natively multimodal.
Gemini-2.5 [Comanici et al., 2025] notably emphasized strong performance across text, images, video,
and audio. On the open-source side, Kimi 1.5 [Team, 2025d] represents an early effort towards
multimodal reasoning, highlighting long context scaling as well as joint reasoning over text and vision
domains. QVQ [Qwen Team, 2025] excels in visual reasoning and analytical thinking, while Skywork
R1V2 [Wang et al., 20251] balances reasoning and general abilities through hybrid RL, using both
MPO and GRPO. As notable additions to the InternVL series, InternVL3 [Zhu et al., 2025c] adopted
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Figure 4 | Timeline of representative open-source and closed-source reasoning models trained with
RL, including language models, multimodal models, and agentic models.

a unified native multimodal pretraining phase, and later InternVL3.5 [Wang et al., 2025p] used a
two-stage cascade RL framework, achieving improved efficiency and versatility. More recently, the
Intern-S1 [Bai et al., 2025] model focused on multimodal scientific reasoning across diverse domains,
benefiting from a mixture-of-rewards design during online RL to facilitate simultaneous training on a
wide range of tasks. Other recent models include Step3 [Wang et al., 2025a], designed for efficient
training and minimizing decoding costs, and GLM-4.5V [Team et al., 2025a], with state-of-the-art
performance across most visual multimodal benchmarks. MiniCPM-V 4.5 [Yu et al., 2025f] is an 8B
model that achieves high efficiency and strong performance through optimized architecture, data
strategy, and RL-based training methods.

In addition to the aforementioned models, we provide a comprehensive list of reasoning models
in Figure 4 and detailed information on open-source models in Table 1.

Table 1 | Comparison of representative open-source models trained with RL. OPMD denotes Online
Policy Mirror Descent; MPO denotes Mixed Preference Optimization; CISPO denotes Clipped IS-weight
Policy Optimization. T, I, and V indicate Text, Image, and Video modalities, respectively.

Date Model Organization Architecture Parameters Algorithm Modal Link
DeepSeek-R1

2025.01 [Guo et al., 2025a] DeepSeek MoE/MLA 671B GRPO Text ()

2025.03 ORZ StepAl Dense 0.5-32B PPO Text ©

° [Hu et al., 2025b] P :

2025.03 QwQ Alibaba Qwen Dense 32B - Text ©)
[Team, 2025g]
Phi-4 Reasoning .

2025.04 [Abdin et al., 2025] Microsoft Dense 14B GRPO Text €

2025.04 SKywork-R1V2 Skywork Dense 38B MPO/GRPO T/I

[Wang et al., 20251]

Continued on next page
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Table 1 — Continued from previous page

Date Model Organization Architecture Parameters Algorithm Modal Link
2025.04 I[Iéfin&? sozse]  ShanghaiAlLab Dense 1.78B MPO TN Q E
2025.04 lggfsml etal, 2025) Xiaomi Dense 7B GRPO Text € &
2025.04 %";’Eg?’et al, 20250  AlibabaQuen  MoE/Dense  0.6-235B GRPO Text € &
2025.05 ][‘]gé‘er:;vljfﬁngﬁn 2025) NVIDIA Dense 253B GRPO Text © &
2025.05 I[I}I;FfrﬁLiiiZZ 025b] Intellect AI Dense 32B GRPO Text ¥

2025.05 ;‘;‘;ﬁ?;‘lﬂz’g;sd Tencent Hybrid MoE  560B GRPO Text € &
2025.05 ?ﬁg?raﬁozl{o;s al Skywork Dense 7B/32B GRPO Text € &
2025.05 ?gﬁgiieil{;o%ﬁ? DeepSeek MoE/MLA  671B GRPO Text € &
2025.06 l[giig;?let oL 2025)  Mistral Al Dense 24B GRPO Text &

2025.06 ?’g}?é?aef;\fl 20254)  Minimax Hybrid MoE ~ 456B CISPO Text € &
2025.07 I[I];iirgti} 2025] Shanghai Al Lab MoE 241B GRPO T/NV Q&
2025.07 I[<Tirer2n11<,22025c] Kimi MoE 1T OPMD Text € &
2025.07 SteP3 Step Al MoE 321B - T/IV Q) &

[Wang et al., 2025a]

2025.07 %";’igifif?zozsﬂ Alibaba Qwen MoE/Dense  4-235B GSPO Text € &
2025.07 ?Efrf;t\ghlznéggg] Zhipu Al Dense 9B GRPO TNV Q&
2025.07 ?zLeMn:éi ol 20254  ZhipuAl MoE 3558 GRPO Text € &
2025.07 fgﬁgii\%zsm Skywork Dense 38B GRPO 7 Q&
2025.08 %ig::‘i,al et al, 2025a] OPeDAI MoE 117B/21B - Text € &
2025.08 ?;::rfz%%a] Bytedance Seed Dense 36B - Text €) &
2025.08 [G”l]:i\e/lln?:tved 20254a] Zhipu Al MoE 106B GRPO /v Q&
2025.08 I[I‘j\t;;;ngvé‘?a? _o025p)  Shanghai AlLab MoE/Dense  1-241B MPO/GSPO  T/I/V. Q) &
2025.00 ERNIE-4.5-Thinking .4, MoE 21B-A3B - Text @

[Baidu, 2025]

Continued on next page
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2.3. Related Surveys

In this subsection, we compare recent surveys related to RL and LLMs. Several surveys focus primarily
on RL itself, covering both classical RL and its recent extensions. Ghasemi et al. [2024] present
a general RL survey covering algorithms and real-world challenges, Huh and Mohapatra [2023]
focuse on multi-agent RL, Zhang et al. [2024Db] review self-play techniques, and Wu et al. [2025h]
survey RL in computer vision tasks. While these works offer broad perspectives on RL, they do not
explicitly address its application to LLMs. In contrast, other surveys center on LLMs and their emerging
capabilities, such as long chain-of-thought reasoning [Chen et al., 2025n, Li et al., 2025y, Xia et al.,
2024] and adaptive behaviors [Feng et al., 2025d, Sui et al., 2025], where RL is often introduced
as a key method to support these advances. Zhao et al. [2023a] provide a broad overview of LLM
architectures and applications, while more recent works concentrate specifically on reasoning abilities.
Zhang et al. [2025a] survey replication studies on reasoning LLMs in the wake of DeepSeek-R1, Chen
et al. [2025n] examine long chain-of-thought reasoning, and Li et al. [2025y] analyze the transition
from System 1 to System 2 reasoning. These studies highlight RL-based methods such as RLHF and
RIVR as useful tools, but treat them as only one element among a wide range of reasoning strategies.
Sun et al. [2025b] offer a broader, structured take on reasoning via foundation models. It highlights
key foundation models that are either proposed or adapted specifically for reasoning, as well as
recent progress across diverse reasoning tasks, methodologies, and benchmarks. Zhang et al. [2025b]
examine how RL can endow LLMs with autonomous decision-making and adaptive agentic capabilities.
Xu et al. [2025a] move closer to our focus by discussing reinforced reasoning for LLMs, emphasizing
how trial-and-error optimization can improve complex reasoning. Wu [2025] complement this view by
surveying reward models and strategies for learning from feedback. Nevertheless, these works remain
oriented towards reasoning performance or reward design, rather than offering a systematic treatment
of RL methods as a whole for LLMs. Srivastava and Aggarwal [2025] represent a more recent attempt
to bridge the two fields by reviewing RL algorithms for LLM alignment and enhancement, primarily
through methods such as RLHF [Christiano et al., 2017], RLAIF [Lee et al., 2024b], and DPO [Rafailov
et al., 2023]. It remains primarily focused on alignment rather than reasoning capabilities.

Unlike previous surveys that cover either general RL or reasoning in LLMs, we place RL at the
center and provide a systematic synthesis of its role throughout the LLM training lifecycle, including
reward design, policy optimization, and sampling strategies. Our aim is to identify new directions for
scaling reinforcement learning in LRMs toward ASI, focusing on long-term interactions and evolution.

10


https://huggingface.co/inclusionAI/Ring-mini-2.0
https://huggingface.co/Qwen/Qwen3-Next-80B-A3B-Thinking
https://github.com/zai-org/GLM-4.5
https://huggingface.co/zai-org/GLM-4.6
https://github.com/deepseek-ai/DeepSeek-V3.2-Exp
https://huggingface.co/deepseek-ai/DeepSeek-V3.2-Exp
https://huggingface.co/inclusionAI/Ring-1T-preview
https://github.com/QwenLM/Qwen3-VL
https://huggingface.co/Qwen/Qwen3-VL-235B-A22B-Thinking

A Survey of Reinforcement Learning for Large Reasoning Models

3. Foundational Components

In this section, we review the foundational components of RL for LRMs, including reward design
(8 3.1), policy optimization algorithms (§ 3.2), and sampling strategies (§ 3.3). The taxonomy of the
foundational components are shown in Figure 5.

3.1. Reward Design

In this subsection, we provide a comprehensive examination of reward design in RL for LRMs. We
begin in § 3.1.1 with verifiable rewards, which offer a natural starting point. There are substantial
advances in this direction, exemplified by the success of DeepSeek-R1, which demonstrated the
scalability of RL through verifiable reward mechanisms. In contrast, § 3.1.2 examines generative
rewards, wherein the model is engaged to either verify or directly generate reward signals. However,
both verifiable and generative rewards are typically expressed as sparse numerical feedback. An
important complementary dimension lies in the density of the reward signal. § 3.1.3 accordingly
examines approaches that incorporate dense rewards. A further axis of categorization pertains to
whether rewards are computed from external ground truth or instead estimated directly by the model.
This distinction motivates our discussion of unsupervised rewards in § 3.1.4. Building upon these four
categories, we then turn in § 3.1.5 to reward shaping, where we analyze strategies for combining or
transforming diverse reward signals to facilitate learning.

3.1.1. Verifiable Rewards

Takeaways

* Rule-based rewards provide scalable and reliable training signals for RL, especially in math
and code tasks, by leveraging accuracy and format checks.

* Verifier’s law highlights that tasks with clear and automatic verification enable efficient RL
optimization, while subjective tasks remain challenging.

Rule-based Rewards. The reward serves as the training signal of RL, determining the optimization
direction [Guo et al., 2025a]. Recently, rule-based verifiable rewards have been predominantly em-
ployed to train LRMs in large-scale RL. Such rewards enable the reliable enhancement of mathematical
and coding reasoning abilities by encouraging longer and more reflective chain-of-thought [Guo et al.,
2025a, Team, 2025c, Yu et al., 2025d]. This paradigm was formalized as RLVR in the Tiilu 3 [Lambert
et al., 2024], which replaces a learned reward model with a programmatic verifier (e.g., answer
checkers or unit tests). Such verifiers provide binary, checkable signals in domains with objectively
verifiable outcomes. Similar rule-based approaches to verifiable reward design were subsequently
integrated into DeepSeek’s training pipeline. For instance, DeepSeek-V3 [Liu et al., 2024] explicitly
incorporated a rule-based reward system tailored to deterministic tasks, while DeepSeek-R1 [Guo
et al., 2025a] further employed accuracy-based and format-based rewards. Rule-based rewards stand
in contrast to outcome-based or process-based Reward Models (RMs), such as standard RLHF with
a learned reward model trained on human preference rankings [Ouyang et al., 2022] and Process
Reward Models (PRMs) trained on step-level annotations [Setlur et al., 2024, Sun et al., 2025c, Yuan
et al., 2025d]. DeepSeek-V3 and DeepSeek R1 demonstrate that RMs may suffer from reward hacking
when scaled to large-scale RL settings, but by leveraging rule-based rewards wherever possible, we
ensure greater reliability by making the system resistant to manipulation and exploitation [Guo et al.,
2025a, Liu et al., 2024]. In practice, two kinds of rule-based verifiable rewards are widely used:
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Model-based Verifiers for Verifiable Tasks: e.g., TinyV [Xu et al., 2025g];

— xVerify [Chen et al., 2025b]; CompassVerifier [Liu et al., 2025b]; General
Reasoner [Ma et al., 2025c¢]; Seed-Thinking-Verifier [Seed et al., 2025a]

Reasoning Reward Models: e.g., AIR [He et al., 2025a]; DeepSeek-GRM [Liu

et al., 2025b]; Pairwise-RL [Xu et al., 2025c]; J1 [Whitehouse et al., 2025];

— RM-R1 [Chen et al., 2025q]; RRM [Guo et al., 2025b]; Think-RM [Hong et al.,
2025b]; GRAM [Wang et al., 2025c]; OMNI-THINKER [Li et al., 2025c]; LI-

BRA [Zhou et al., 2025c]; TP-GRPO [He et al., 2025f]; CAPO [Xie et al., 2025b]
Rubric-based Rewards: e.g., RaR [Gunjal et al., 2025]; Rubicon [Huang et al.,

— 2025f]; RLCF [Viswanathan et al., 2025]; Writing-Zero [Jia et al., 2025]; ProxyRe-
ward [Guo et al., 2025e]; ReviewRL [Zeng et al., 2025c]; RuscaRL [Zhou et al., 2025f]

Co-Evolving Systems: e.g., self rewarding GRM [Yuan et al., 2024]; RL Tango [Zha et al.,
= 2025]; PAG [Jiang et al., 2025e]; URPO [Lu et al., 2025e]; PCL [Fei et al., 2025b];
K2 [Team, 2025c]; Cooper [Hong et al., 2025a]; Critique-GRPO [Zhang et al., 2025m]

Token-level: e.g., Implicit PRM [Yuan et al., 2025d]; PRIME [Cui et al., 2025a]; SRPO [Fei
et al., 2025a]; Entropy Advantage [Cheng et al., 2025a]; HICRA [Wang et al., 2025g]

Step-level: e.g., PURE [Cheng et al., 2025b]; Tango [Zha et al., 2025];

s D e
Reward Design § 3.1 Rewargsns§e3.l.3 VinePPO [Kazemnejad et al., 2025]; SPO [Guo et al., 2025c]; TreeRPO [Yang

et al., 2025g]; TreeRL [Hou et al., 2025]; TreePO [Li et al., 2025t]

Turn-level: e.g., TLCA [Zeng et al., 2025d]; LLM-RD [Lee et al., 2025a]; ToolRL [Qian
et al., 2025]; MUA-RL [Zhao et al., 2025d]; ESDP [Zhu et al., 2024]; SWEET-
RL [Zhou et al., 2025g]; GELI [Lee et al., 2024a]; SPA-RL [Wang et al., 2025e]

Model-Specific: e.g., TTRL [Zuo et al., 2025b]; ETTRL [Liu et al., 2025d]; EMPO [Zhang
et al., 2025i]; Spurious Rewards [Shao et al., 2025]; Absolute Zero [Zhao et al.,

UnepEneel 2025a]; RLIF [Zhao et al., 2025e]; R-Zero [Huang et al., 2025a]; SRT Shafayat et al.
Rewargs §3.1.4 — [2025]; EM-RL [Agarwal et al., 2025b]; SeRL [Fang et al., 2025a]; RLSC [Li et al.,

2025i]; Co-Reward [Zhang et al., 2025x]; CoVo [Zhang et al., 2025h]; CAGSR [Kiru-
luta et al., 2025]; RENT [Prabhudesai et al., 2025]; RLSF [van Niekerk et al., 2025];
SSR-Zero [Yang et al., 2025f]; MINIMO [Poesia et al., 2024]; SQLM [Chen et al., 2025i]

Model-Agnostic: e.g., SEAL [Zweiger et al., 2025];
RPT [Dong et al., 2025c]; Xin et al. [2025]

[

Rewards Rule-based Reward Shaping: e.g., Qwen2.5-Math [Yang et al.,
Shaping § 3.1.5 2024a];DeepSeek-R1 [Guo et al., 2025a];Laser [Liu et al., 2025b]
Structure-based Reward Shaping: e.g., GRPO [Shao et al., 2024]; RLOO [Ahmadian et al.,
2024]; PKPO [Walder and Karkhanis, 2025]; Pass@k Training [Chen et al., 2025z]

Critic-based e.g., PPO [Schulman et al., 2017a]; VCPPO [Yuan et al.,
Algorithms § 3.2.2 2025f]; VAPO [Yue et al., 2025c]; PRIME [Cui et al., 2025a]
e.g., REINFORCE [Cheng et al., 2025d]; ReMax [Li et al., 2023c]; RLOO [Cheng
Critic-Free et al., 2025d]; REINFORCE++ [Hu, 2025]; GRPO [Shao et al., 2024];
Algorithms § 3.2.3 ]— DAPO [Yu et al., 2025d]; CISPO [Chen et al., 2025a]; Dr.GRPO [Liu et al.,

2025h]; GSPO [Zheng et al., 2025a]; VinePPO [Kazemnejad et al., 2025];
MDPO [Team, 2025d]; LitePPO [Liu et al., 2025a];FlowRL[Zhu et al., 2025f]

Foundational | Policy Algo-
Components § 3 rithm § 3.2

—

KL Regularization: e.g., SimpleRL [Zeng et al., 2025e]; ProRL [Liu
et al., 2025]; OREAL [Lyu et al., 2025]; Phi4-reasoning [Abdin
et al., 2025]; Kimi-K1.5 [Team, 2025d], Archer [Wang et al., 2025i]

Regularization Entropy Regularization: e.g., DAPO [Yu et al., 2025d]; KL-Cov/Clip-
Objectives § 3.2.5 Cov [Cui et al., 2025b]; HighEntropy-RL [Wang et al., 2025n];

I

Length Penalty: e.g., ALP [Xiang et al., 2025]; LASER [Liu et al., 2025b];
L1 [Aggarwal and Welleck, 2025]; O1-pruner [Luo et al., 2025a]

Off-Policy Off-policy: e.g., SPO [Cohen et al., 2025];
Optimization § 3.2.4 TOPR [Roux et al., 2025]; ReMix [Liang et al., 2025a]
Mix-policy: e.g., HPT [Lv et al., 2025]; LUFFY [Yan et al., 2025a]; Re-

= LIFT [Ma et al., 2025a]; UFT [Liu et al., 2025a]; BREAD [Zhang et al.,
2025p]; SRFT [Fu et al., 2025c]; Prefix-RFT [Huang et al., 2025g]

[

Sampling Strat Dynamic and Dynamic Sampling: e.g., PRIME [Cui et al., 2025a]; DAPO [Yu et al., 2025d]; K1.5 [Team,
egpy §g3 3 Structured Sam- 2025d]; SEC [Chen et al., 2025p]; E2H [Parashar et al., 2025]; AdaRFT [Shi et al.,
) pling § 3.3.1 2025b]; SPaRFT [Do et al., 2025]; ARPO [Dong et al., 2025b]; DARS [Yang et al., 2025h];

e.g., DeepScaleR [Luo et al., 2025c]; E3-RL4LLMs [Liao et al., 2025b]; Pro-RL [Liu et al.,
2025]; AceReason-Nemotron [Chen et al., 2025s]; T-PPO [Fan et al., 2025b]; POLARIS
[An et al., 2025]; Confucius3-Math [Wu et al., 2025e]; GFPO [Shrivastava et al., 2025]

Hyper-Parameters
Adjustment § 3.3.2

Figure 5 | Taxonomy of foundational components and representative works for each direction.
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* Accuracy rewards: For tasks with deterministic outcomes (e.g., math), the policy must produce
the final solution within a prescribed delimiter (commonly \boxed{. . .}). An automatic checker
then compares this output to the ground truth. For coding tasks, unit tests, or compilers provide
the pass/fail signal [Albalak et al., 2025, Chen et al., 2025t, Guo et al., 2025a].

* Format rewards: These impose a structural constraint requiring the model to place its private
chain-of-thought between <think> and </think>, and to output the final answer in a separate
field (e.g., <answer>. . .</answer>). This improves reliable parsing and verification in large-
scale RL [Guo et al., 2025a, Lambert et al., 2024].

Rule-based Verifier. Rule-based rewards are typically derived from rule-based verifiers. These rely
on a large collection of manually written equivalence rules to determine whether a predicted answer
matches the ground truth. Currently, widely used mathematical verifiers are primarily built on
the Python libraries Math-Verify! and SymPy?. In addition, some works such as DAPO [Yu et al.,
2025d] and DeepScaleR [Luo et al., 2025c], also provide open-source and well-established verifiers.
Recently, Huang et al. [2025e] highlight the distinctive limitations associated with both rule-based
and model-based verifiers, to inform the design of more reliable reward systems.

In practice, tasks such as mathematical problem solving and code generation are difficult to solve
yet comparatively easy to verify, thereby satisfying the main criteria for efficient RL optimization [Guo
et al., 2025a, He et al., 2025d]: the existence of clear ground truth, the availability of rapid automated
verification, the scalability of evaluating many candidate solutions, and a reward signal that is closely
aligned with correctness. By contrast, tasks lacking fast or objective verification (e.g., open-ended
question answering or free-form writing) remain challenging for outcome-based RL, as they rely on
noisy learned reward models or subjective human feedback [Yu et al., 2025e, Zhou et al., 2025e¢].
Verifier’s Law posits that the ease of training Al systems to perform a task is proportional to the degree
to which the task is verifiable®. It emphasizes that once a task can be equipped with robust automated
feedback, it becomes amenable to rapid improvement via RL. The successful applications discussed
in §6 substantiate this principle, as their central challenge lies in the design of reliable verifiable
feedback. Conversely, many of the open problems highlighted in §7 arise precisely from the absence
of dependable automated rewards.

3.1.2. Generative Rewards

Takeaways

* Generative Reward Models (GenRMs) extend RL to subjective, non-verifiable domains by
providing nuanced, text-based feedback, overcoming the limitations of rule-based systems.

* A dominant trend is training RMs to reason before judging, often using structured rubrics
to guide evaluation or co-evolving them with the policy model in a unified RL loop.

While rule-based rewards provide reliable signals for verifiable tasks, as discussed previously
(§ 3.1.1), their applicability is limited. Many complex reasoning tasks, particularly in open-ended or
creative domains, lack objective ground truth, making them intractable for simple verifiers. To bridge
this gap, GenRMs have emerged as a powerful alternative. Instead of outputting a simple scalar score,
GenRMs leverages the generative capabilities of LRMs to produce structured critiques, rationales,
and preferences, providing a more interpretable and nuanced reward signal [Mahan et al., 2024,

Thttps://github.com/huggingface/Math-Verify
’https://www.sympy.org/
Shttps://www.jasonwei.net/blog/asymmetry-of-verification-and-verifiers-law
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Zhang et al., 2024a]. This approach addresses two key challenges: first, it improves the robustness of
verification for verifiable tasks that are difficult to parse; second, and more importantly, it enables the
application of RL to subjective, non-verifiable domains.

Model-based Verifiers for Verifiable Tasks. A primary challenge with rule-based systems is their
brittleness; they often produce false negatives when a model generates a correct answer in an
unexpected format. To mitigate this, one line of research uses Specification-Based GenRM:s as flexible,
model-based verifiers. These models are trained to semantically assess the equivalence between a
model’s free-form output and a reference answer. This approach has been used to develop lightweight
verifiers that augment existing rule-based systems [Xu et al., 2025g], as well as more comprehensive,
multi-domain verifiers capable of handling diverse data types and reasoning tasks [Chen et al., 2025b,
Liu et al., 2025b, Ma et al., 2025c, Seed et al., 2025a]. By replacing or supplementing rigid string
matching with learned semantic judgment, these verifiers provide more accurate reward signals for
RL in verifiable domains.

Generative Rewards for Non-Verifiable Tasks. Another core application of GenRMs is Assessment-
Based GenRMs, which enable RL for tasks where Verifier's Law does not hold. This paradigm has
evolved from using powerful LLMs as zero-shot evaluators to sophisticated, co-evolving systems. We
can categorize these approaches based on their core design principles.

* Reasoning Reward Models (Learning to Think): A major advancement beyond simple prefer-
ence prediction is to train RMs to explicitly reason before rendering a judgment. This approach,
foundational to the LLM-as-a-Judge concept [Li et al., 2023b, Zheng et al., 2023], involves
prompting the RM to generate a CoT critique or rationale. For instance, CLoud RMs first generate
a natural language critique and then use it to predict a scalar reward [Ankner et al., 2024]. This
principle of formulating reward modeling as a reasoning task is now central to state-of-the-art
RMs, which are trained to produce detailed rationales before assigning a score or preference [Chen
et al., 2025q, Guo et al., 2025b, Hong et al., 2025b, Liu et al., 2025b, Wang et al., 2025c, Zhou
et al., 2025c]. To further improve their judgment capabilities, these reasoning RMs are often
trained with RL themselves, using simple, verifiable meta-rewards based on the correctness of
their final verdict [Chen et al., 20251, Whitehouse et al., 2025]. This line of work also explores
different reward formats, such as deriving soft rewards from token probabilities [Mahan et al.,
2024, Su et al., 2025c, Zhang et al., 2024a] and weighing the trade-offs between pointwise and
pairwise scoring schemes [He et al., 2025a, Xu et al., 2025c].

* Rubric-based Rewards (Structuring Subjectivity): To anchor the evaluation of subjective tasks
in more consistent criteria, many frameworks employ structured rubrics. Unlike rule-based
approaches that rely on hard-coded logic for objective, verifiable tasks, rubric-based methods
leverage natural language descriptions to capture nuanced evaluation criteria for subjective,
non-verifiable domains where traditional binary rules would be insufficient. This involves using
an LLM to either generate or follow a checklist of principles to guide its assessment. Frameworks
like RaR [Gunjal et al., 2025], QA-LIGN [Dineen et al., 2025], Rubicon [Huang et al., 2025f], and
RLCF [Viswanathan et al., 2025] use such rubrics to produce fine-grained, multi-faceted rewards.
This concept extends to decomposing high-level tasks into a set of verifiable proxy questions [Guo
et al., 2025e] or generating domain-specific principles, such as for creative writing [Jia et al.,
2025] or scientific reviews [Zeng et al., 2025c]. Furthermore, rubrics can serve a dual purpose as
both instructional scaffolds to guide policy exploration and as criteria for the final reward [Zhou
et al., 2025f]. Bhaskar et al. [2025] introduce RLMT, a RL paradigm that uses model-rewarded
thinking to improve reasoning and chat capabilities in language models, outperforming standard
RLHF pipelines and achieving benchmarks in chat and creative writing tasks.
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* Co-Evolving Systems (Unifying Policy and Reward): The most advanced paradigm moves
beyond a static policy-reward relationship and toward dynamic systems where the generator and
verifier improve together. This can occur through:

— Self-Rewarding, where a single model generates its own training signals. This was notably
demonstrated in Self-Rewarding Language Models [Yuan et al., 2024] and has been opera-
tionalized in frameworks where a model alternates between policy and verifier roles [Jiang
et al., 2025e], performs self-correction based on its own critique [Team, 2025c, Xiong et al.,
2025b, Zhang et al., 2025m], or internalizes the reward function via post-completion learn-
ing [Fei et al., 2025b].

— Co-Optimization, where the policy and a separate reward model are trained concurrently.
For example, RL Tango jointly trains the generator and a process-level GenRM using a shared
outcome-level reward [Zha et al., 2025]. Similarly, Cooper co-optimizes both models to
enhance robustness and mitigate reward hacking [Hong et al., 2025a]. Other works unify
the policy (“player”) and reward (“referee”) functions within a single model trained via a
unified RL loop [Lu et al., 2025e].

This evolution from static judges to dynamic, co-evolving systems is often supported by hybrid
reward schemes that combine rule-based and generative signals [Li et al., 2025c, Seed et al., 2025a].
Additionally, GenRMs are being adapted to provide more granular, process-level feedback to address
the credit assignment problem in complex reasoning chains [He et al., 2025f, Khalifa et al., 2025,
Xie et al., 2025b, Zhao et al., 2025b]. In essence, generative rewards are proving indispensable for
scaling RL to the full spectrum of tasks targeted by general-purpose LRMs.

3.1.3. Dense Rewards

Takeaways

* Dense rewards (e.g., process reward models) provide fine-grained credit assignment and
improve training efficiency and optimization stability in RL.

* Scaling remains challenging for tasks like open-domain text generation due to the difficulty
of defining dense rewards or using verifiers.

In classical RL such as gaming and robotic manipulation tasks [Liu et al., 2022, Schrittwieser
et al., 2020, Sun et al., 2025d], dense rewards provide frequent feedback at (nearly) every decision
step. Such shaping shortens the credit assignment horizon and often improves sample efficiency and
optimization stability, but it also risks mis-specification and reward hacking if the signal is poorly
designed [Hadfield-Menell et al., 2017]. As for LLM reasoning, dense rewards are typically process-
based signals that supervise intermediate steps rather than only outcomes, and they have been found
effective, often outperforming outcome-based rewards [Lightman et al., 2024, Uesato et al., 2022].
Based on the definitions in § 2.1, we further formalize sparse/outcome and dense rewards in the
context of LLM RL, according to the action and reward granularity, as shown in Table 2.

Token-Level Rewards. DPO [Rafailov et al., 2023] and its subsequent work [Rafailov et al., 2024]
show that token-level rewards can be computed as log-likelihood ratios between the policy and the
reference model. Implicit PRM [Yuan et al., 2025d] further shows that token-level rewards can be
obtained by training an ORM and using the parameterization of Rafailov et al. [2024]. PRIME [Cui
et al., 2025a] integrates ORM learning into RL training and uses implicit token-level rewards to
train the policy. SRPO [Fei et al., 2025a] removes the ORM in PRIME and improves advantage
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Table 2 | Definitions of action and reward granularity in RL for language models (z is the environ-
ment feedback at turn u).

Granularity = Action Reward Return (G)
Trajectory Entire sequence y = (aj,...,ar)  Scalar R(x,y) R(x,y)
Token Each token a, € V re = R(x, ai:) Lyt
Step Segment y¥) (e.g., sentence) re = R(x, y(1:0)) PO Lot
Turn (Agent)  Agent response y) per turn ry = R(x, yIw gdwy  yU pu=ly

estimation. Another line of works focus on using internal feedback as token-level rewards, such as
token entropy [Cheng et al., 2025a, Tan and Pan, 2025] and strategic grams [Wang et al., 2025g].

Step-Level Rewards. Approaches to step-level rewards fall into two classes: model-based and sampling-
based. Early works rely on human experts to annotate step-level dense rewards [Lightman et al.,
2024, Uesato et al., 2022], which is costly and difficult to scale.

* Model-based: To reduce annotation cost, Math-Shepherd [Wang et al., 2024b] uses Monte Carlo
estimation to obtain step-level labels and demonstrates that process verification with trained
PRMs is effective in RL. PAV [Setlur et al., 2024] further improves process rewards via advantage
modeling. To mitigate reward hacking with model-based step-level rewards, PURE [Cheng et al.,
2025b] adopts min-form credit assignment rather than sum-form, while Tango [Zha et al., 2025]
and AIRL-S [Jin et al., 2025c] jointly train the policy and PRMs. With the strong verification
capabilities of generative PRMs [Zhao et al., 2025b] (discussed in § 3.1.2), ReasonFlux-PRM [Zou
et al., 2025], TP-GRPO [He et al., 2025f], and CAPO [Xie et al., 2025b] leverage them to provide
step-level rewards for RL training. SGPO [Chen et al., 2025m] leverages a strong judge model to
identify the first incorrect step and computes advantage values based on the index of that step.
Nevertheless, model-based dense rewards are vulnerable to reward hacking, and training PRMs
online is expensive.

* Sampling-based: Another line of works use Monte Carlo sampling for online process reward
estimation [Guo et al., 2025c, Hou et al., 2025, Kazemnejad et al., 2025, Li et al., 2025t, Yang
et al., 2025g, Zheng et al., 2025c]. VinePPO [Kazemnejad et al., 2025] improves PPO via
Monte Carlo estimation. To improve step segmentation, SPO [Guo et al., 2025c], TreeRL [Hou
et al., 2025], and FR3E [Zheng et al., 2025c] use low-probability or high-entropy tokens as
division points, while AttnRL [Liu et al., 2025a] further proposes to branch at steps with high
attention scores. To improve sample efficiency and advantage estimation, SPO [Guo et al., 2025c],
TreeRPO [Yang et al., 2025¢g], TreeRL [Hou et al., 2025] and TreePO [Li et al., 2025t] explore
tree-based structures for fine-grained process reward computation. MRT [Qu et al., 2025b],
S-GRPO [Dai et al., 2025a], VSRM [Yue et al., 2025a], and SSPO [Xu et al., 2025f] force the
LLM to terminate the thinking process at intermediate positions to estimate step-level rewards
efficiently. PROF [Ye et al., 2025a] utilizes the consistency between outcome rewards and process
rewards to filter noisy data for RL training. Feng et al. [2025c¢] propose Group-in-Group Policy
Optimization (GiGPO), a novel two-level, critic-free RL. method that enables fine-grained step-level
credit assignment in multi-turn LLM agent training.

Turn-Level Rewards. Turn-level rewards evaluate each complete agent-environment interaction, such
as a tool call and its result, providing feedback at the granularity of a single turn in multi-turn tasks.
Research on turn-level rewards can be broadly divided into two lines: direct per-turn supervision and
deriving turn-level signals from outcome-level rewards.
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* For direct per-turn supervision, works provide explicit feedback at each turn. For example,
Emotion-sensitive dialogue policy learning [Zhu et al., 2024] exploits user emotions as per-turn
rewards to guide policy optimization, showing how turn-level feedback can enhance interaction
quality in conversational agents. Similarly, ToolRL [Qian et al., 2025] designs structured rewards
on format and correctness that are provided at each tool invocation step, offering dense turn-level
signals for learning. Zeng et al. [2025d] further leverage verifiable signals with explicit turn-level
advantage estimation to improve multi-turn tool use during RL. In addition, SWEET-RL [Zhou
et al., 2025g] learns a step/turn-level critic that provides per-turn rewards and credit assignment,
thereby supplying explicit turn-level supervision. More recently, MUA-RL [Zhao et al., 2025d]
incorporates simulated user interactions into the RL loop, where each multi-turn exchange
produces per-turn feedback, allowing the agent to iteratively refine its policy under realistic
user-agent dynamics. G-RA [Sun et al., 2025g] extends this line of work by introducing gated
reward aggregation, where dense turn-level rewards (e.g., action format, tool call validity, tool
choice) are only accumulated if higher-priority outcome-level conditions are satisfied.

* For deriving turn-level signals from outcome-level rewards, the idea is to decompose or redis-
tribute outcome-based supervision into finer-grained units. Aligning Dialogue Agents with Global
Feedback [Lee et al., 2025a] transforms session-level scores into turn-level pseudo-rewards, and
GELI [Lee et al., 2024a] exploits multimodal cues such as prosody and facial expressions to
refine session-level feedback into local turn-level signals. Similarly, SPA-RL [Wang et al., 2025¢]
redistributes outcome-based rewards into per-step or per-turn contributions through progress
attribution. ARPO [Dong et al., 2025b] follows this line by attributing step/turn-level advantages
from trajectory-level outcomes (e.g., after tool use), effectively converting global returns into
localized signals.

Overall, turn-level rewards, whether directly assigned at each interaction or derived from outcome
decomposition, serve as a bridge between process- and outcome-based supervision, and play a central
role in stabilizing and improving optimization in multi-turn agent RL, with more details in § 6.2.

3.1.4. Unsupervised Rewards

Takeaways

* Unsupervised rewards eliminate the human annotation bottleneck, enabling reward signal
generation at the scale of computation and data, not human labor.

* Main approaches include deriving signals either from the model’s own processes (Model-
Specific: consistency, internal confidence, self-generated knowledge) or from automated
external sources (model-agnostic: heuristics, data corpora).

Frontier language models excel at a wide range of tasks, including many that are exceptionally
challenging [Glazer et al., 2024, Jimenez et al., 2023, Li et al., 2024b, Phan et al., 2025]. However, a
key limitation in advancing these models is the reliance on human-generated reward signals for RL
(8§ 3.1.1-3.1.3). For tasks requiring superhuman expertise, human feedback is often slow, expensive,
and impractical [Burns et al., 2023]. To address this, a promising approach is Unsupervised RL, which
uses automatically generated, verifiable reward signals instead of ground-truth labels. This method
is fundamental to achieving scalable RL for LLMs. This section surveys these unsupervised reward
mechanisms, categorizing them into two types based on their source: those derived from the model
itself (Model-Specific) and those from external, non-human sources (Model-Agnostic).
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Model-Specific Rewards. This paradigm uses an LLM’s internal knowledge as the sole source of
supervision. It operates on the assumption that a high-performing model will generate consistent,
confident, or evaluatively sound outputs. This method is highly scalable, requiring only the model
and computational resources to generate a virtually infinite amount of “labeled” data. However, its
closed-loop nature risks reward hacking and model collapse.

* Rewards from Output Consistency: This approach posits that correct answers will form a dense,
consistent cluster among multiple generated outputs. Foundational works like EMPO [Zhang et al.,
2025i] and Test-Time Reinforcement Learning (TTRL) [Zuo et al., 2025b] operationalize this via
clustering and majority voting, respectively. Subsequent methods aim to refine this by improving
efficiency (ETTRL [Liu et al., 2025d]), incorporating reasoning trajectories (CoVo [Zhang et al.,
2025h]), or using contrastive agreement to combat reward hacking (Co-Reward [Zhang et al.,
2025x]). Zhou et al. [2025h] introduce EVOL-RL, a label-free RL approach that stabilizes training
while promoting diversity and generalization through a combination of majority vote selection
and novelty-aware rewards.

* Rewards from Internal Confidence: An alternative is to derive rewards directly from the
model’s internal states, using confidence as a proxy for correctness. Signals can be based on
cross-attention (CAGSR [Kiruluta et al., 2025]), negative entropy (EM-RL [Agarwal et al., 2025b],
RENT [Prabhudesai et al., 2025]), or generation probabilities (Intuitor [Zhao et al., 2025¢e], RLSC
[Li et al., 2025i], RLSF [van Niekerk et al., 2025]). The success of these methods often depends
on the base model’s initial quality [Gandhi et al., 2025] and can be brittle [Press et al., 2024,
Shumailov et al., 2023], as they rely on priors like low-density separation between correct and
incorrect paths [Chapelle and Zien, 2005, Lee et al., 2013].

¢ Rewards from Self-Generated Knowledge: This paradigm uses the model’s knowledge to
create learning signals, either by acting as a judge (self-rewarding) or a problem proposer (self-
instruction). In self-rewarding, the model evaluates its own outputs to generate a reward, a
concept framed by Yuan et al. [2024] and Wu et al. [2024] and applied in works like SSR-Zero
[Yang et al., 2025f] and MINIMO [Poesia et al., 2024]. In self-instruction, a proposer model
generates a curriculum for a solver. The proposer is often rewarded for creating tasks of optimal
difficulty [Chen et al., 2025i, Huang et al., 2025a, Zhao et al., 2025a], while the solver’s reward
can be model-agnostic (e.g., from a code executor in AZR [Zhao et al., 2025a]) or Model-Specific
(e.g., via majority voting in SQLM [Chen et al., 2025i] and SeRL [Fang et al., 2025a]).

Model-Agnostic Rewards. In contrast to Model-Specific methods, this paradigm derives rewards from
external, automated sources. This approach grounds the learning process in external information,
eliminating the need for human labels. Its core principle is that these external signals are readily
accessible and do not require manual effort. However, since precise feedback is often unavailable, the
quality of the proxy reward is critical, and the risk of reward hacking persists.

* Heuristic Rewards: This approach constitutes another form of rule-based reward, employing
simple, predefined rules based on output properties such as length or format as proxies for quality.
It represents a specific case discussed in § 3.1.1. This was pioneered by DeepSeek-R1 [Guo et al.,
2025a] and later refined with techniques like dynamic reward scaling [Yu et al., 2025d]. While
scalable, these heuristics can be gamed by the model, leading to superficial improvements without
advancing true capability [Liu et al., 2025g, Xin et al., 2025].

* Data-Centric Rewards: This approach derives reward signals from the structure of large, unla-
beled corpora. Analogous to next-word prediction for large-scale pre-training, RPT [Dong et al.,
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2025c, Li et al., 2025j, Wang et al., 2025k] reframes next-token prediction as an RL task, turning
web-scale datasets into millions of training examples. At a meta-level, SEAL [Zweiger et al.,
2025] allows a model to generate its own training data and hyperparameters, using downstream
performance as the reward.

In summary, unsupervised reward design is essential for creating scalable RL systems for LLMs. The
Model-Specific paradigm facilitates self-improvement by leveraging the model’s internal knowledge,
whereas the Model-Agnostic paradigm grounds learning in external, automated feedback. While
both approaches effectively bypass the human annotation bottleneck, they remain susceptible to
reward hacking [Zhang et al., 2025r]. The future of scalable RL will likely involve hybrid systems
that strategically combine these methods, for instance, using data-centric rewards for pre-training,
Model-Specific self-rewarding for fine-tuning on complex reasoning, and minimal human oversight
for safety and alignment.

3.1.5. Rewards Shaping

Takeaways
* Reward shaping enriches sparse signals into stable, informative gradients for LLM training.

* Combine verifiers with reward models, and use group baselines plus Pass@K-aligned
objectives to stabilize training, expand exploration, and match evaluation metrics at scale.

As noted, the primary learning objective of agents in RL is to maximize cumulative rewards,
making the design of the reward function particularly critical [Sutton et al., 1998]. In previous
sections, we introduced various reward functions, such as verifiable rewards (§ 3.1.1), generative
rewards (§ 3.1.2), dense rewards (§ 3.1.3) and even unsupervised rewards (§ 3.1.4). Beyond reward
engineering, it is equally important to consider how the reward function can be modified or augmented
to encourage behaviors that drive progress toward the desired solution. This process, known as reward
shaping [Goyal et al., 2019, Gupta et al., 2022, Hu et al., 2020, Xie et al., 2023], can be categorized
into rule-based and structured-based reward shaping.

Rule-based Reward Shaping. The simplest and most commonly adopted approach to reward shaping
in LLM-based RL involves combining rewards from both a rule-based verifier and a reward model to
generate the overall reward signal, as demonstrated in Qwen2.5 Math [Yang et al., 2024a]. Typically,
a constant coefficient is used to balance the contributions of the reward model and the rule-based
component. Rather than assigning identical rewards to all correct responses, this method allows for
further ranking of responses based on the scores from the reward model. This approach is particularly
useful for more challenging samples and helps to avoid cases where all reward values are O or
1, which would otherwise lead to ineffective learning gradients [Yu et al., 2025d]. This heuristic
combination strategy is widely employed in open-domain tasks, where integrating rule-based rewards
and reward models [Guo et al., 2025b, Liao et al., 2025a, Liu et al., 2025b] results in more informative
and effective reward signals for the RL of LLM [Su et al., 2025c, Zeng et al., 2025c, Zhang et al.,
2024a]. Another approach involves combining rule-based rewards, such as outcome-level rewards
and format rewards, as implemented in DeepSeek-R1 [Guo et al., 2025a], which enables LLMs to
learn long chain-of-thought reasoning. These rewards include format-based [Xin et al., 2025] and
length-based components [Liu et al., 2025b] to address various exceptions in the outputs of LLMs. In
contrast to using fixed reward weights [Team, 2025d, Yao et al., 2025b] or heuristic rules for reward
interpolation [Aggarwal and Welleck, 2025, Zhang and Zuo, 2025], Lu et al. [2025f] propose dynamic
reward weighting, employing both hypervolume-guided weight adaptation and gradient-based weight
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optimization. This approach achieves superior performance on multi-objective alignment tasks [Li
et al., 2025a, Liu and Vicente, 2024]. Recent work also explores multi-role RL training and assigns
different rewards for different roles with different reward functions, such as solver and critic [Li et al.,
2025k]. Typically, these rewards are combined using manually set constants. Recent works have also
explored multi-role RL training [Li et al., 2025k,1], assigning distinct reward functions to different
roles to encourage diverse behaviors and objectives [Li et al., 2025Kk], such as solver and critic.

Structure-based Reward Shaping. In contrast to rule-based reward shaping, which relies solely on
individual samples, structure-based reward shaping computes rewards across a group of candidates
by leveraging list-wise or set-level baselines. One influential method is GRPO [Shao et al., 2024],
which uses the group mean of responses to the same question G as a baseline (or variants such
as leave-one-out [Ahmadian et al., 2024] or ranking) and constructs advantages accordingly for
PPO-style updates [Schulman et al., 2017b]. Recent works have further modified the optimization
objective or credit allocation strategies to promote stronger exploration and achieve closer alignment
with evaluation metrics, such as Pass@K [Yue et al., 2025b]. For example, Walder and Karkhanis
[2025] perform a joint transformation on the final reward, making the optimization directly equivalent
to set-level objectives like Pass@K, and provide low-variance, unbiased gradient estimation. Chen et al.
[2025Z] directly target Pass@K in deriving and analyzing advantages and efficient approximations,
decomposing set-level targets back into individual sample credit allocation. Reward shaping methods
in this direction aim to stabilize training and encourage the policy to explore more extensively, thereby
reducing the risk of premature convergence to suboptimal local solutions.

3.2. Policy Optimization

In this subsection, we first provide a technical overview of the mathematical formulation of the policy
gradient objective (§ 3.2.1). Next, we divide the on-policy optimization algorithms in RL into two
categories based on how the reward is generated for the gradient calculation process: critic-based
(§ 3.2.2) and critic-free (§ 3.2.3). In addition, we discuss recent studies that combine on-policy RL
with offline datasets for more sophisticated post-training (i.e., off-policy) optimization (§ 3.2.4), as
well as various regularization techniques such as entropy and KL (§ 3.2.5).

3.2.1. Policy Gradient Objective

As introduced in § 2.1, the context in RL for LLMs is treated as the environment, and the probability
distribution of the next-level prediction is treated as a policy. For an RL system, the objective of the
system is to find an optimal policy such that the expected cumulative reward generated by the system
is maximized. The RL policy optimization algorithms for LLMs are mostly first-order gradient-based
algorithms, due to the large number of parameters in the LLMs. In general, RL algorithms seek to
optimize network parameters such that the expected reward is maximized. Below, we present a
general formulation for LLM gradient calculation of RL algorithms.

Notations. Although we have introduced the relevant symbols in § 2.1, we revisit these definitions
here for the sake of comparative clarity. Let x ~ 9 be a prompt (initial state s; = s). A stochastic
policy mg generates a sequence y = (ay, - - - ,ar), we denote the total sequence length of y as |y|, with
states defined by s;+1 = (x,s<;). We assume a primarily sequence-level reward R(x, y), optionally
decomposed into token-level rewards r,. We collect G > 1 responses per prompt using a behavior
policy m;, (also denoted as 7,4, referring to an earlier version of the current policy). Optionally, a
reference policy s (€.g., base, finetuned or instructed models) may be used for regularization.

We revisit the MDP defined in § 2.1. In MDPs, we denote the expected cumulative reward given
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the current state s as the V (value) function:

T
V(S) = [Ea[~7r9(s[),st+1~¢’(s,a) [Z Vtr(st; at)|50 = S]> (2)
t=0

and the expected cumulative reward for the current state-action pair is denoted as Q (quality) function:

T
Q(sa a) = [Eapng (st),5e41~P (s,a) [Z ytr(st, at)|50 =Ss,ap = Cl] . (3)
t=0

Then the objective of RL can be formulated as a maximization problem for the expected cumulative
reward. To optimize the objective function, it is a common practice to use the Policy Gradient
algorithm [Sutton et al., 1999, Williams, 1992] for gradient estimation:

VGJ(Q) = [Ex~1),y~arg

T
Z Veﬂfe(}’tb’«)Qt} . “4)

t=1

The policy gradient can be justified by the intuition that an algorithm following the policy
gradient should maximize the probability of better-than-average actions and minimize the probability
of worse-than-average actions. This notion led to the introduction of the A (advantage) function
A(s,a) = Q(s,a) — V(s). The advantage measures how much the current action improves upon the
expected total reward compared to the existing policy. The advantage can be estimated in many ways.
If we only have rewards for the full trajectory, the vanilla REINFORCE algorithm [Williams, 1992]
directly defines A, = R(x, y).

For the case of training LLMs, the vanilla policy gradient algorithms often suffer from stability
issues. Instead, the training is often done with the PPO algorithm [Schulman et al., 2017b]. For an
algorithm with N samples, we define a general objective with PPO-style updates as follows:

N T;

1 . A . .
= >0 2 min (i (©)Aue, clip(wie(6), 1= etou, 1 +enign)Aic
i=1 t=1

J(0) = Egata > (5)

where:

* w;.(0) is the importance ratio;

. Ai’t is the advantage (either token-wise or sequence-level);
* T; is the number of tokens or responses per sample;

* N is the total number of samples under the given prompt;

* Z is the normalization factor (e.g., total tokens, group size, etc.).

The PPO algorithm [Schulman et al., 2017b] was first proposed as a computationally efficient
approximation for the TRPO algorithm [Schulman et al., 2015a]. PPO excels when vanilla policy
gradient methods suffer from poor data efficiency and robustness issues. In addition, PPO is shown to
be much simpler to implement, more general, and has better sample complexity compared to TRPO.

However, since the complex and long CoT nature of LLMs, the exact objective function, gradient
estimation, and update techniques can take a wide range of different forms as shown in Table 3.

3.2.2. Critic-based Algorithms
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Table 3 | Comparison of representative RL algorithms for reasoning models training.

Date Algorithm Advantage Estimate Importance Sampling Loss Agg.
2017.01 PPO Critic-GAE PPO-Style Token-Level
2023.10 ReMax Greedy Baseline N/A Token-Level
2024.02 RLOO Leave-One-Out N/A Token-Level
2025.01 RF++ Negative KL + Batch Relative PPO-Style Sequence-level
2024.02 GRPO Group Relative PPO-Style Sequence-level
2025.01 PRIME Outcome + Implicit PRM PPO-Style Token-Level
2025.03 VAPO Value Adjusted GAE Clip-Higher Token-Level
2025.03 Dr. GRPO Group Baseline PPO-Style Token-Level
2025.04 DAPO Group Relative Clip-Higher Token-Level
2025.05 Clip-Cov Group Relative PPO-Style Sequence-level
2025.05 KL-Cov Group Relative PPO-Style Sequence-level
2025.06 CISPO Group Relative Clipped IS-weight Token-Level
2025.07 GSPO Group Relative PPO-Style Sequence-level
2025.08 GMPO Group Relative Clip-Wider Geometric-Avg
2025.08 GFPO Filter + Group Relative PPO-Style Token-level
2025.08 LitePPO Group-level mean, Batch-level std PPO-Style Token-level
2025.08 FlashRL Group Relative Truncated IS Token-level
2025.09 GPPO Group Relative Grad-Preserving Clip  Sequence-level
2025.09 GEPO Group-level mean Group Expectation PPO-Style
2025.09 SPO Entire Batch-level PPO-Style Sequence-level
Takeaways

* The critic model is trained on a small subset of labeled data, and provides scalable token-
level value signals for unlabeled roll-out data.

* The critic is required to run and update alongside the LLM, resulting in a significant
computational overhead and scales unfavorably for complex tasks.

The first LLM-related works in RL focus on how to effectively align the LLM policy to the external
supervision, to make LLMs have better instruction following capabilities while ensuring the models
are helpful, honest, and harmless. The most common approach for LLM alignment is RLHF [Bai et al.,
2022a, Christiano et al., 2017, Ouyang et al., 2022, Stiennon et al., 2020]. This technique utilizes
humans as a critic for the learning algorithm; the exact steps are as follows. First, a selection of model
outputs is generated by the LLM and labeled by humans to create a dataset. The dataset is then
used to train a reward model to predict which response would be preferred by humans. Lastly, the
reward model is used to train the LLM along with a value function, acting as the critic in the system.
The training is often done with the PPO algorithm [Schulman et al., 2017b]. The PPO algorithm
formulates the objective in the following form:

Lyl
1 . PO A
Joro(0) = [EX~D,}’~7T60M('|X> m ; min (wt(Q)At, clip(w(0),1—¢,1+ e)At) , (6)
where A, is a value-model-based advantage and:
wi(6) = YD) )

014 (}’r|X, J’<r) ’
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We note that PPO is proposed as a clipped surrogate objective of TRPO, which preserves the con-
servative policy iteration of TRPO while being unconstrained and having a computational complexity
close to traditional policy gradient methods. Due to the discrepancy between the current policy and
the sampling distribution, the advantage in TRPO is multiplied by w, the importance sampling factor
in Equation 6. PPO maximizes the same objective as TRPO, but removes the trust region constraint.
Furthermore, PPO adds a clipping mechanism and a KL regularization factor to ensure the current

policy does not diverge too far from the rollout policy pig,,-

In critic-based approaches, the scalability of RL is achieved by the introduction of a critic model.
After the reward model is sufficiently trained on the manually labeled small subset of generated data,
it can be used to construct the critic model, generating token-level value signals on a much larger
scale for the vast majority of unlabeled generated data for RL. However, these works require a critic
model to run and optimize along the target LLM, and create a significant computational overhead.

In PPO, the critic model adapts the Generalized Advantage Estimator (GAE) [Schulman et al.,
2015b] from the RL literature. GAE is typically constructed with the temporal difference error

8 =1 +YV(¥er1) =V (o), €)

which is then accumulated across time steps:

T
Agane = ) \(1)'8eat, ©)
=t

where y is the discount factor of the MDP and A is a parameter that controls the bias-variance tradeoff.

Recent work has argued that the decay factor scales unfavorably for complex reasoning tasks that
require long CoT and proposed a Value-Calibrated PPO [Yuan et al., 2025f] and VAPO [Yue et al.,
2025c], VRPO [Zhu et al., 2025a] proposed novel mechanisms for enhancing the robustness of the
critic model under noisy reward signals.

In addition, critic-based algorithms [Hu et al., 2025b] have also demonstrated steady scalability
properties for Monte-Carlo estimation with rule-based rewards. Similar approaches have been adapted
with fixed external models [Lu et al., 2024, Wang et al., 2024b] by the implementation of PRMs.

Another approach to introduce critic models is done with the introduction of Implicit PRM [Yuan
et al., 2025d]. This approach is also able to provide token-level supervision for scalable RL training.
Different from the GAE approach, methods such as Implicit PRM [Yuan et al., 2025d] and PRIME [Cui
et al., 2025a] adapted a specific reward model formulation to directly generate token-level rewards.

3.2.3. Critic-Free Algorithms

Takeaways

* Critic-free algorithms only require sequence-level rewards for training, making them more
sufficient and scalable.

* For RLVR tasks, rule-based training signals reliably prevent critic-related issues such as
reward hacking.

Apart from the critic-based models, which provide token-level feedback signals for model training,
many recent works have stated that the response-level rewards are sufficient for scalable reasoning
tasks with RL. These critic-free algorithms apply the same rule-based or model-generated response-
level reward for all tokens in the response and demonstrate their effectiveness across various tasks.
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Compared to the critic-based algorithms, critic-free approaches do not require a separate critic model,
significantly reducing the computational requirement and simplifying training. Moreover, when
training LLMs in rule-based environments where the reward for any response can be clearly defined,
critic-free algorithms can avoid reward hacking issues that may arise from an ill-trained critic model.
This property makes critic-free algorithms more scalable than critic-based approaches in such settings.

The classic REINFORCE [Williams, 1992] algorithm was among the first algorithms developed
for RL. It was applied to the LLM problem in [Ahmadian et al., 2024]. The exact formulation for
REINFORCE is as follows:

IREINFORCE(0) = Ex~p, {y}~moa(-Ix) [R(x,¥) Vo log(mae(y|x))], (10)

where R(x, y) usually takes the form of +1 for RLVR tasks. This naive formulation takes the entire
sequence as a single action and considers the response task as a bandit. However, the vanilla algorithm
usually suffers from severe instability issues due to high variance. ReMax [Li et al., 2023c] introduced
a variance reduction mechanism to REINFORCE with a greedy baseline estimation. Ahmadian et al.
[2024] also introduced RLOO, which further provides an unbiased baseline with more stable results.
REINFORCE+ + [Hu, 2025] adapts techniques such as clipping and global advantage normalization
from PPO and GRPO style algorithms to provide a more accurate advantage and gradient estimations.

One of the most popular critic-free approaches for RL is GRPO [Shao et al., 2024]. The objective
formulation for GRPO is as follows:

il
1< . N A
JGRPO(G) = IEXND’{yi}iGzl'Vﬂ‘-eold('lx) E b/_l Z min (wl',t(e)Ai,[, Cllp(wl’t(e), 1 - €, 1 + €)Ai,t) 5 (11)
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where all the tokens in y; share the same advantage as A;.

GRPO is a critic-free modification of PPO, where instead of GAE provided by a critic, the entire
sequence uses the same advantage estimate, which is calculated by a group-relative normalization
as a better estimation than the binary rule-based reward. Compared to PPO and REINFORCE-style
methods, the group-based advantage calculation of GRPO effectively reduces variance from training
signals and has been shown to speed up the training process. Other recent approaches, including
DAPO [Yu et al., 2025d], CISPO [Chen et al., 2025a], Dr. GRPO [Liu et al., 2025h], LitePPO [Liu
et al., 2025a], made further modifications to GRPO with careful tuning of sampling strategy, clipping
threshold, and loss normalization to further enhance the stability of the RL training process. Another
recent approach, GSPO [Zheng et al., 2025a], replaces the token-wise clipped importance sampling
ratio with a sequence-level clipping.

Apart from REINFORCE and GRPO-related algorithms, there are other critic-free approaches.
VinePPO modifies PPO by replacing the learned critic with a Monte Carlo advantage estimation.
CPGD [Liu et al., 2025] proposed a novel policy gradient objective, along with a drift regularization
mechanism. K1.5 [Team, 2025d] utilizes RL with an adaptation of mirror descent in the training of
foundational models, which successfully enhanced the long-context reasoning capabilities of LLMs. Lv
et al. [2025] have recently introduced a unified policy gradient estimator with a hybrid post-training
algorithm, providing a unified framework for policy gradient estimation for RL in LLMs. SPO [Xu
and Ding, 2025] introduces a group-free, single-stream policy optimization that replaces per-group
baselines with a persistent KL-adaptive value tracker and global advantage normalization, yielding
smoother convergence and higher accuracy than GRPO while scaling efficiently in long-horizon and
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tool-integrated settings. HeteroRL [Zhang et al., 2025c] decouples rollout sampling from parameter
learning for decentralized asynchronous training and, via GEPO, reduces importance-weight variance
under latency-induced KL drift (theoretically exponential), maintaining stability even under severe
delays (e.g., <3% degradation at 1,800s). GPPO [Su et al., 2025f] introduce a gradient-preserving
clipping scheme for GRPO/PPO that keeps the forward clipped objective unchanged while—via
stop-gradient decoupling—replacing zeroed gradients outside the clip range with bounded constants,
thereby retaining informative out-of-bound signals and maintaining PPO-style stability. Dwyer et al.
[2025] propose Probability Smoothing Policy Optimisation (PSPO) for stabilizing policy updates in RL
fine-tuning of LLMs using soft trust regions and improving performance. FlowRL [Zhu et al., 2025f]
introduces a flow-balanced optimization approach that matches complete reward distributions rather
than maximizing scalar rewards, resulting in more diverse reasoning patterns. This fundamental shift
addresses the mode collapse problem inherent in reward-maximizing RL methods.

Importance Sampling for Policy Optimization. Due to the rollout-reward-training cycle for RL, it is
generally computationally intractable to ensure the rollout data follows the exact policy distribution
of the current model. Therefore, importance sampling was introduced to reduce bias in training. The
first version of importance sampling in RL was introduced in TRPO, where a token-wise importance
ratio w; was introduced into the objective. This approach is widely adopted among recent works, such
as GRPO. This approach is restricted to the token-wise importance ratio since the actual distribution
ratio can not be effectively calculated over the long context of CoT. However, token-level importance
sampling introduces another bias into RL algorithms, since the actual sampling distribution given
policy is defined with respect to the state-action pair, whereas the token-level approach only considers
the current action. GMPO [Zhao et al., 2025g] seeks mitigation by introducing a geometric averaging
to increase training robustness for tokens with extreme importance sampling ratios. In the recent
work of GSPO [Zheng et al., 2025a], a sequence-level importance sampling factor was calculated.
GSPO adds a unique normalization factor to ensure that the probability ratio can be calculated, but
this approach is also a biased estimation of the actual importance sampling factor. A promising new
direction is to move beyond the theoretical framework of standard on-policy policy gradient methods
and instead derive inherently off-policy algorithms directly from supervised learning theory [Chen
et al., 2025c]. We will provide a detailed introduction to off-policy optimization in the next section.

3.2.4. Off-policy Optimization

Takeaways

* Off-policy RL boosts sample efficiency by decoupling data collection from policy learning,
enabling training from historical, asynchronous, or offline datasets.

* Modern practice mixes off-policy, offline, and on-policy methods (e.g., SFT+RL or large-
scale offline learning) to improve stability and performance.

In RL, off-policy methods address the scenario where the policy being learned (the target policy)
differs from the policy generating the data (the behavior policy). This core distinction allows an
agent to learn about an optimal course of action without having to follow it during data collection.
This flexibility is a key advantage, often leading to more sample-efficient algorithms than on-policy
counterparts, which require new data sampled directly from the current policy for each update. A
core challenge in these methods is correcting for the distributional shift between the behavior policy
and the target policy, often addressed using importance sampling with a weighted objective function:
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serves as the importance weight between the target policy 7wy and the

In practical large-scale model training, off-policy learning often manifests in different forms. Recent
works can be broadly grouped into three aspects: 1) training—inference precision discrepancies, where
models are trained with high precision but deployed in lower precision, creating a gap between the
target and behavior policies; 2) asynchronous experience replay mechanisms, which enhance efficiency
and stability by reusing past trajectories during learning; and 3) broader off-policy optimization
approaches, including optimizer-level improvements, data-level offline learning, and hybrid methods
that combine supervised fine-tuning with RL.

Training-Inference Precision Discrepancy. A notable off-policy scenario arises from the difference
in parameter precision between the training model and the inference model, employing different
frameworks for training and inference [Yao et al., 2025a] (e.g., VLLM vs. FSDP), or of model
quantization to accelerate inference [Lin et al., 2016], which are the manifestations of nondeterminism
in LLM inference [He and Lab, 2025]. It is common practice to train a model using high-precision
parameters (e.g., 32-bit floating point) and then deploy a quantized version with lower-precision
parameters (e.g., 8-bit integers) [Liu et al., 2025Kk]. This creates a discrepancy where the deployed,
low-precision model acts as the behavior policy, generating real-world interaction data, while the
high-precision model remains the target policy being updated during training. While this mismatch
establishes an off-policy learning problem, research indicates that the policy divergence due to
quantization is often minimal. Consequently, this difference can be effectively managed with simple
correction techniques, such as truncated importance sampling (TIS) [Ionides, 2008, Yao et al., 2025a],
allowing for stable training while retaining the benefits of accelerated inference.

Asynchronous Off-Policy Training. Asynchronous training pairs naturally with off-policy RL for LLMs.
Many actors generate trajectories concurrently and append them to a shared replay buffer, while a
centralized learner samples mini-batches from this buffer to update the target policy. Building on this
view, several recent methods deliberately reuse past trajectories to improve efficiency and stability.
One example is Retrospective Replay [Dou et al., 2025], which enhances exploration for LLM reasoning
by selectively replaying earlier reasoning traces to guide current policy updates. Similarly, EFRame
[Wang et al., 2025b] adopts an exploration-filter-replay mechanism, interleaving filtered responses
with fresh rollouts to encourage deeper reasoning. In the domain of code generation, Possibility- and
Pass-rate Prioritized Experience Replay (PPER) [Chen et al., 2024c] takes this further by prioritizing
high-value code samples in the buffer, leading to more stable optimization. Extending these ideas
to multimodal interaction, ARPO [Lu et al., 2025b] applies replay to GUI agents, where successful
trajectories are reused to provide reliable learning signals under sparse rewards. Finally, RLEP [Zhang
et al., 2025d] anchors exploration with an experience buffer of verified successful trajectories from
earlier runs, which are blended with new rollouts to balance reliability with discovery. Together,
these approaches illustrate how replay buffers have become a cornerstone of modern, asynchronous
off-policy training for LLM-based agents.

Off-Policy Optimization. Recent advancements in fine-tuning LLMs have explored sophisticated
optimization strategies beyond traditional on-policy RL. These methods, broadly categorized as off-
policy and mixed-policy optimization, aim to improve sample efficiency, training stability, and overall
performance by creatively using data from various sources. We introduce this topic below:

* Optimizer-Level Off-Policy Methods: These approaches focus on improving the optimization
procedure itself, emphasizing stability and efficiency in policy updates. For example, SPO [Cohen
et al., 2025] introduces a soft policy optimization method that enables stable online, off-policy
RL, while TOPR [Roux et al., 2025] proposes a tapered off-policy REINFORCE algorithm for
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improved stability and efficiency. ReMix [Liang et al., 2025a] further highlights this by focusing
on efficiently leveraging off-policy data to maximize the utility of available information.

Data-Level Off-Policy Methods: A class of off-policy algorithms learns entirely from large-
scale, external offline data [Zhang et al., 2025g]. For instance, the Dynamic Fine-Tuning (DFT)
framework [Wu et al., 2025i] generalizes the SFT loss to an RL formulation and introduces a
stop-gradient mechanism, enabling training on offline data as in SFT, while yielding improved
performance. Building on offline data as well, Intuitive Fine-Tuning (IFT) [Hua et al., 2024] adds
a temporal residual connection that fuses SFT and RLHF objectives and explicitly models and
optimizes the influence of the current token on all future generations. Another pertinent approach
is Direct Preference Optimization (DPO) [Rafailov et al., 2023], which directly optimizes the
policy from preference data. These methodologies collectively represent a move towards more
data-centric approaches in RL, enabling the development of sophisticated policies from vast and
diverse sources of offline data.

Mix-Policy Methods: In parallel with reusing past data more efficiently, mixed-policy optimization
represents another significant trend, which combines the strengths of SFT and RL. This hybrid
approach leverages the stability from SFT on expert data while using RL to optimize for specific
reward functions, integrating the supervised data in two primary ways. One strategy is at the
loss-level, where SFT and RL objectives are combined directly in the loss function [Lv et al., 2025,
Xiao et al., 2025b, Zhang et al., 2025k]. Methods like UFT [Liu et al., 2025a], SRFT [Fu et al.,
2025c], LUFFY [Yan et al., 2025a], RED [Guan et al., 2025], and ReLIFT [Ma et al., 2025a] all
exemplify this by creating unified or single-stage training processes that learn from both expert
demonstrations and RL feedback simultaneously. A second strategy operates at the data level,
using expert data to structure the generation process itself. Here, high-quality data serves as
a prefix or anchor to guide the model’s exploration [Guo et al., 2025d]. For instance, BREAD
[Zhang et al., 2025p] generates branched rollouts from expert anchors, and Prefix-RFT [Huang
et al., 2025g] blends the training regimes via prefix sampling. By mixing policies at either the loss
or data level, these methods prevent reward hacking and ensure the model retains knowledge
from SFT, leading to more robust and capable models for complex reasoning.

3.2.5. Regularization Objectives

Takeaways

* Objective-specific regularization helps balance exploration and exploitation, boosting RL
efficiency and policy performance.

* The optimal choice and form of KL, entropy, and length regularization remain open
questions, each affecting policy optimization and scalability.

As introduced in previous sections, ensuring stability and preventing catastrophic policy drift is

paramount. In particular, for long-horizon training, techniques such as KL regularization and entropy
regularization are widely employed.

KL Regularization. The role of KL divergence regularization is a highly controversial topic in this
area. In most studies, KL regularization is applied to 1). current policy 7y and the reference policy
Tref, 2). current policy mg and the old policy m.q. We provide a unified formulation in Equation 14.

|yl

L =B ) KL (1y0)regrota (-130)). (14)

t=1

27



A Survey of Reinforcement Learning for Large Reasoning Models

* For the former, this is a commonly used technique in RLHF [Ouyang et al., 2022, Touvron et al.,
2023]. It was initially introduced to prevent the model from being destructively updated. Prior
work argues that incorporating a KL penalty is essential for maintaining stability and avoiding
entropy collapse over thousands of training steps. To reduce the risk of the KL term excessively
constraining progress, Liu et al. [2025] use this method combined with a periodic reference
policy reset, in which the reference model is updated to a recent snapshot of the training policy.
To simultaneously maintain knowledge and enhance reasoning capabilities, Wang et al. [2025i]
apply stronger KL regularization to low-entropy tokens and weaker regularization to high-entropy
tokens. However, in the context of RL for reasoning with LLMs, which is more challenging
than standard RLHF, the necessity of this kind of KL regularization needs to be reconsidered.
Recently, many studies have identified that the policy is expected to explore freely during training,
thus may diverge significantly from its initialization to discover new CoT structures, making the
KL constraint an unnecessary restriction. Thus, a majority of other recent works advocate for
removing the KL penalty entirely [An et al., 2025, Arora and Zanette, 2025, Chen et al., 2025s,
Cui et al., 2025a, Fan et al., 2025b, He et al., 2025d, Liao et al., 2025b, Liu et al., 2025h, Yan
et al., 2025a, Yu et al., 2025d] to simplify implementation, reduce memory cost and achieve
more scalable GRPO.

* For the latter case, it can serve as a substitute for the clip form of the policy loss [Schulman
et al., 2017b]. Zhang et al. [2025s] discusse the differences between forward KL, reverse KL,
normalized KL, and Normalized forms. This approach has also been adopted in Cui et al. [2025b],
Lyu et al. [2025], Team [2025d], demonstrating its potential across different RL training scales.
Nevertheless, its deeper mechanisms and its significance for scalable RL remain under exploration.

Entropy Regularization. In the RL literature, preserving policy entropy is widely considered a critical
aspect of many algorithms [Eysenbach and Levine, 2021, Williams, 1992, Williams and Peng, 1991].
To this end, policy entropy is actively controlled through regularization techniques [Haarnoja et al.,
2018, Schulman et al., 2017b, Ziebart et al., 2008].
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However, in RL for LLMs, directly applying entropy regularization is neither common nor effec-
tive [Cui et al., 2025b, He et al., 2025d]. The use of an explicit entropy regularization term in the
loss function remains a point of contention. While some find it beneficial, using either a standard
coefficient [Shrivastava et al., 2025] or a targeted loss function [Wu et al., 2025e], others argue
against it, finding it can lead to instability or even training collapse, especially with sparse rewards
[An et al., 2025, Liao et al., 2025b]. Many studies have shown the phenomenon of entropy collapse
when no intervention is applied [Cheng et al., 2025a, Cui et al., 2025b, Yu et al., 2025d], which
hinders effective policy exploration during training. To address it, He et al. [2025d] dynamically
adjust the coefficient of the entropy loss, Yu et al. [2025d] employs the clip-higher technique to
involve more low-probability tokens in the policy update, Wang et al. [2025n] directly train on
20% high-entropy tokens, Cheng et al. [2025a] and Chen et al. [2025]j] emphasize entropy through
incorporate it into the advantage computation. Beyond these techniques, which explicitly maximize
entropy, Cui et al. [2025b] provide a theoretical explanation for the underlying mechanism of entropy
dynamics, identifying the covariance between an action’s output probability and its advantage as
the entropy “driver”. Built on this insight, Clip-Cov and KL-Cov are proposed to regulate entropy by
selectively constraining a small portion of tokens exhibiting exceptionally high covariance.

28



A Survey of Reinforcement Learning for Large Reasoning Models

Length Penalty. Recent successes of LRMs on complex tasks have validated the effectiveness of long-
CoT reasoning. Yet longer reasoning traces incur higher inference costs. To balance the reasoning
budget and performance [Agarwal et al., 2025a, He et al., 2025e], many works seek to reduce the
reasoning cost while retaining the model performance [Aggarwal and Welleck, 2025, Liu et al., 2025b,
Luo et al., 2025a, Su et al., 2025b, Xiang et al., 2025]. For example, Aggarwal and Welleck [2025]
control reasoning length by ensuring adherence to user-specified length constraints, while Yuan et al.
[2025a] and Luo et al. [2025a] design relative-length regularization and an accuracy-preservation
constraint to the optimization objective, Xiang et al. [2025] and Liu et al. [2025b] propose to apply
adaptive length penalties conditioned on problem difficulty to preserve the model ability.

3.3. Sampling Strategy

Unlike static datasets, RL depends on actively curated rollouts, where decisions about what and
how to sample directly influence learning efficiency, stability, and the quality of acquired reasoning
behaviors. Effective sampling strategies not only ensure diverse and informative training signals
but also align the learning process with the intended reward structure and policy objectives. In
this subsection, we survey recent advances in dynamic and structured sampling (§ 3.3.1), as well
as hyperparameter adjustment techniques that further optimize sampling and policy improvement
(§ 3.3.2).

3.3.1. Dynamic and Structured Sampling

Takeaways

* High-quality, diverse rollouts stabilize RL training and enhance overall performance by
exposing agents to a broader range of meaningful experiences.

* Balancing the exploration of diverse trajectories with maintaining high sampling efficiency
presents a fundamental trade-off in RL.

Sampling has become a first-class lever in RL fine-tuning for reasoning LLMs, serving as an efficient
and adaptive mechanism to maximize data utilization, reduce wasted computation, and enhance
training effectiveness or a control and a guidance for LLMs to sample in a structured format.

Dynamic Sampling. Dynamic sampling adapts both the selection of prompts for rollout and the
computational budget allocated to each, based on online learning signals such as success rate,
advantage, uncertainty, or estimated difficulty. The primary goal is to concentrate computing on
informative examples while avoiding saturated or unproductive ones. Existing methods generally fall
into two categories:

* Efficiency-oriented Sampling: Some works use online-filtering to concentrate training on
questions of medium difficulty to ensure training effectiveness and efficiency. A representative
design is PRIME [Cui et al., 2025a], which applies an online filter to drop out too easy or too
difficult problems. Another example is DAPO [Yu et al., 2025d], which over-samples and filters
prompts whose rollouts are saturated (all-correct) or degenerate (all-wrong), then repeatedly
samples until each mini-batch contains prompts with non-zero advantage, focusing on medium-
difficulty cases to maintain informative gradients. Building on this foundation, prioritized
schemes allocate rollout budget toward under-mastered items by sampling proportional to
failure rates, as p(i)x(1 —s;) rule [Team, 2025d]. Curriculum learning approaches operate at
multiple scales: category-level selection [Chen et al., 2025p] uses non-stationary bandits, while
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E2H [Parashar et al., 2025] follows easy-to-hard schedules with convergence guarantees for
small models. Efficiency methods include pre-rollout selection to skip unhelpful prompts and
difficulty-based online selection with rollout replay [Sun et al., 2025e, Zheng et al., 2025b].
POLARIS [An et al., 2025] formalizes this via offline difficulty estimation, constructing “mirror-
J” distributions by model scale, continuously removing mastered items, and applying in-batch
information replacement. AttnRL [Liu et al., 2025a] estimates problem difficulty online and
leverages attention scores to filter out some easy problems for sampling. Additionally, AttnRL
introduces an adaptive batch sampling mechanism, which estimates the prompt batch size based
on historical valid training batch size, which is computed after filtering all responses with zero
advantage values. Extending these efficiency gains, recent advances use lightweight controllers
for adaptive sampling [Do et al., 2025, Shi et al., 2025b] without modifying algorithms, while
experience replay with random reshuffling [Fujita, 2025] reduces variance through balanced
utilization, and enhanced prioritized methods [Li et al., 2024a] dynamically adjust priority weights
based on experience pool features. Sampling efficiency can also be improved by structuring the
generation process with expert data: high-quality demonstrations are used as prefix anchors
to bias exploration toward promising regions of the search space [Guo et al., 2025d, Huang
et al., 2025g, Zhang et al., 2025p]. Zhou et al. [2025j] introduce APRIL, a strategy to reduce
GPU idle time and improve rollout efficiency in RL training by over-provisioning requests and
recycling incomplete responses. The field shifts from uniform sampling to model-aware strategies
combining item-, category-, and difficulty-level choices for stronger learning signals per rollout.

* Exploration-oriented Sampling: There are other works aiming for exploration using dynamic
rollout. ARPO [Dong et al., 2025b] is proposed to implement entropy-guided rollout to ensure
high uncertainty so that the model will call external tools, improving diversity, while AttnRL [Liu
et al., 2025a] finds that steps with high attention scores are related to reasoning behaviors and
branches at these steps for better exploration. DARS [Yang et al., 2025h] proposes a rollout
mechanism to dynamically assign sample numbers for questions of different difficulty. Zhou
et al. [2025f] propose RuscaRL by providing the policy with different rubrics during rollout to
enhance exploration. Different from above, G?RPO-A [Guo et al., 2025d] does not drop all-wrong
questions, but add a guidance during the thinking process to generate correct samples for hard
questions. Besides, Li et al. [2025v] utilize the latest k checkpoints to generate k responses to
prevent forgetting during training. Meanwhile, Parallel-R1 [Zheng et al., 2025d] instills “parallel
thinking” via a progressive curriculum learning.

Structured Sampling. Structured sampling controls not only what is sampled but also the topology
of reasoning traces, aligning generation, credit assignment, and compute reuse with the underlying
structure of problem solving. By organizing rollouts as trees or through shared and segmented
prefixes, these methods enable node-level rewards, improved reuse of partial computations (e.g.,
KV caches), and greater sample efficiency under memory and budget constraints. We highlight two
representative approaches:

* Search-driven Tree Rollouts: Other works leverage Monte Carlo Tree Search (MCTS) for tree-
format response generation using the classic phases: initialization, selection, expansion, and
backpropagation. They view a single inference as a tree rather than a single chain, and assign
rewards at the node level, which can produce a more dense/fine-grained process signal. Hou
et al. [2025] propose TreeRL, an on-policy tree search framework that outperforms traditional
Chain-of-Thought RL (ChainRL) while substantially reducing computational overhead through
more efficient search strategies. Concurrently, TOTRL [Wu et al., 2025c] introduces a Tree-
of-Thought-guided training paradigm in synthetic puzzle environments, enabling emergent
generalization to out-of-distribution tasks such as mathematical reasoning. Additionally, Yang
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et al. [2025g] integrate MCTS into training pipelines to generate rule-based, fine-grained process
rewards, improving reward signal granularity and fidelity in policy optimization.

* Shared-prefix or Segment-wise Schemes: While these tree search methods enrich exploration
and provide fine-grained rewards, their sample efficiency remains a limitation. Some works
design segmented/shared prefix sampling to improve generation efficiency [Guo et al., 2025c,
Hou et al., 2025, Li et al., 2025t, Yang et al., 2025g]. SPO [Guo et al., 2025c], TreeRPO [Yang
et al., 2025g], TreeRL [Hou et al., 2025], FR3E [Zheng et al., 2025c], and ARPO [Dong et al.,
2025b] conduct additional sampling starting from previously generated prefix. TreePO [Li et al.,
2025t] implements a segment-wise tree sampling algorithm that alleviates the KV cache burden,
reducing the GPU hours for training, and improving sampling efficiency. Ji et al. [2025c¢] introduce
Tree-GRPO, a tree-based RL method for improving agentic tasks in LLMs using structured sampling
and process-level rewards derived from sparse outcome supervision.

3.3.2. Sampling Hyper-parameters

Takeaways

* Careful hyperparameter tuning is essential for scalable RL, as naive settings can lead to
inefficiency and unstable training (e.g., entropy collapse).

* Scalable RL relies on a holistic combination of strategies to balance cost and stability, such
as staged context lengthening and dynamic exploration controls.

This subsection summarizes the hyperparameter adjustment strategies for sampling from recent
works. Effective RL training requires a delicate balance between several competing objectives, and
recent literature has focused on techniques across two primary axes: 1) managing the exploration-
exploitation trade-off to ensure the model discovers and refines effective reasoning paths; 2) efficiently
managing sequence length to balance reasoning depth with computational cost.

Exploration and Exploitation Dynamics. A central challenge is balancing exploration (discovering
novel reasoning strategies) with exploitation (refining high-reward solutions). The primary levers
for this are temperature, entropy regularization, and PPO’s clipping mechanism. For temperature,
strategies vary significantly. Some works propose a dynamic approach, such as staged temperature
increases (e.g., 1.40 — 1.45 — 1.50 for a 4B model, 0.7 — 1.0 — 1.1 for a 7B model) to gradually
expand trajectory diversity as training progresses [An et al., 2025], or using a scheduler to dynamically
adjust temperature to maintain a stable entropy level [Liao et al., 2025b]. A more prescriptive approach
recommends tuning the training temperature to keep the post-scaling entropy around a target of 0.3,
which is found to strike an optimal balance [Liu et al., 2025i, Wu et al., 2025e]. Other works simply
advocate for a high, fixed temperature (e.g., 1.0 or 1.2) to encourage initial exploration, while noting
it is insufficient on its own to prevent long-term entropy decline [Arora and Zanette, 2025, Liu et al.,
2025, Shrivastava et al., 2025].

Length Budgeting and Sequence Management. Nearly all works grapple with managing the length
of generated responses to balance performance and cost. The most prevalent strategy is staged context
lengthening [Luo et al., 2025c]. This involves starting RL with a short context window (e.g., 8k)
before progressively increasing it to 16k, 24k, or 32k in later stages [Chen et al., 2025s, Liu et al.,
2025, Liu et al., 2025i, Luo et al., 2025c]. The initial short-context stage is considered essential, as it
forces the model to learn more concise and token-efficient reasoning patterns [Chen et al., 2025s,
Liu et al., 2025i, Luo et al., 2025c]. An alternative to training on very long contexts is to apply
inference-time length extrapolation techniques like Yarn at inference time, allowing a model trained
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on shorter sequences to generalize to longer ones [An et al., 2025]. For handling responses that
exceed the length budget, there is no consensus. Some works apply a soft, linear penalty as the
response approaches the maximum length [Yu et al., 2025d] or a tunable penalty («) directly in the
reward function [Arora and Zanette, 2025]. A more nuanced, stage-dependent strategy is to filter
(mask the loss of) overlong samples when the length budget is short (8k-16k) but to penalize them
when the budget is large (32k), as filtering can become detrimental at very long contexts [Liu et al.,
2025i, Wu et al., 2025e].

Across these works, effective hyperparameter adjustment emerges as the joint tuning of explo-
ration (temperature, entropy targets, clipping), efficiency (staged length curricula), and sequence
management (overlength filters, penalties, or inference-time extrapolation). These methods are
directly applicable to most GRPO/PPO-style RL pipelines for LLMs.

4. Foundational Problems

Having reviewed the key components of RL pipelines for LLMs, we now turn to several foundational
problems that remain central and often unresolved in the field. In this section, we articulate the
core issues, present contrasting perspectives, and summarize recent progress on each open question.
Specifically, we discuss challenges such as the fundamental role of RL (sharpening versus discovery) in
§ 4.1, the boundary between RL and SFT (generalization versus memorization) in § 4.2, the selection
of model priors (weak versus strong models) in § 4.3, the effectiveness of training algorithms (tricks
versus traps) in § 4.4, and the granularity of reward signals (process versus outcome) in § 4.5. By
highlighting these open questions, we aim to clarify the current landscape and motivate further
investigation into the foundational underpinnings of RL for LRMs.

4.1. RL’s Role: Sharpening or Discovery

We begin by summarizing the two prevailing perspectives on the role of RL: Sharpening and Discovery.
These perspectives appear to be in direct opposition. The Sharpening view suggests that RL does not
create genuinely novel patterns, but instead refines and reweights correct responses already contained
within the base model. By contrast, the Discovery view claims that RL is capable of uncovering new
patterns that the base model does not acquire during pre-training and would not generate through
repeated sampling.

The divergence between the Sharpening and Discovery perspectives can be understood through
multiple theoretical lenses. First, from the KL divergence optimization viewpoint, SFT typically
optimizes the forward KL divergence Dgr(pdatal|Pmodet), €Xhibiting mode-covering behavior: the model
attempts to cover all modes in the data distribution. In contrast, RL methods optimize the reverse
KL divergence Dgr(Pmodet||Preward), Which exhibits mode-seeking behavior: concentrating probability
mass on high-reward regions [Ji et al., 2024, Sun, 2024]. Recent theoretical advances have further
enriched this understanding. Xiao et al. [2025b] demonstrate that RLHF can be viewed as implicit
imitation learning on preference data, establishing a deep connection between RL-based alignment
and behavioral cloning. Similarly, Sun [2024] frames SFT itself as a form of inverse RL, revealing
that even supervised approaches implicitly involve reward modeling. These perspectives suggest
that the Sharpening vs. Discovery debate may be addressing different aspects of a unified learning
process: while the mode-seeking nature of RL provides a mechanism for sharpening, the implicit
reward learning and compositional capabilities could enable discovery through extended training.

* Initially, DeepSeek-R1 [Guo et al., 2025a] demonstrated promising “Aha” behaviors through RLVR,
inspiring lightweight reproductions such as TinyZero [Pan et al., 2025c], which reported similar
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phenomena with simplified training recipes and minimal code. Domain-specific adaptations soon
followed, including Logic-RL [Xie et al., 2025c], which showcased rule-based RL that fosters
reflection and verification skills with transfer to mathematical reasoning.

However, Limit-of-RLVR [Yue et al., 2025b] provides a sharpening-oriented counterargument:
Pass@K evaluations indicate that RL enhances Pass@1 performance, yet tends to underperform
relative to base models when sampling broadly at large-k Pass@K. This suggests that RL predomi-
nantly narrows the search space rather than uncovering fundamentally novel solution trajectories.
Concurrent debates questioned whether the observed “Aha” behaviors were genuinely induced
by RL or merely latent capabilities already embedded during pre-training [Liu et al., 2025g,
Setlur et al., 2025]. Mechanistic analyses further argued that RL gains often arise from entropy
shaping or reward proxies. For instance, high-entropy “forking” tokens appear to dominate
improvements [Wang et al., 2025n]; maximizing model confidence (RENT) and TTRL enhance
reasoning without relying on external rewards [Prabhudesai et al., 2025, Zuo et al., 2025b]; and
even spurious or random reward signals can shift Qwen models [Shao et al., 2025], implying
that RL often surfaces pre-trained reasoning features rather than learning entirely new ones. A
parallel line of work frames test-time search and compute as a meta-RL problem, proposing MRT
to densify progress signals and yield better scaling of “thinking time” than outcome-only RL [Qu
et al., 2025b]. Data-efficiency studies have also shown that even extreme cases such as 1-shot
RLVR can substantially improve mathematical reasoning, again aligning with the sharpening
view of eliciting latent capabilities [Wang et al., 2025s]. Complementing these perspectives, a
systematic study of exploration in RLVR [Deng et al., 2025a] formalizes Pass@K as a measure of
exploration boundaries and uncovers nuanced entropy—performance trade-offs across training,
instance, and token levels, thereby situating the sharpening view within a unified analytic frame-
work. Recently, Shenfeld et al. [2025] introduce the principle of “RL’s Razor,” demonstrating that
online RL preserves prior knowledge significantly better than supervised fine-tuning. They show
that RL’s advantages stem from its ability to maintain existing capabilities while adapting to new
tasks, rather than discovering entirely novel behaviors.

Recently, however, several works have reopened the case for discovery. ProRL [Liu et al., 2025]
reports that sufficiently prolonged and stabilized RL can extend a base model’s reasoning frontier,
improving both Pass@1 and Pass@K. Continued scaling evidence is provided by ProRL v2 [Liu et al.,
2025], which incorporates engineering advances and demonstrates stronger results. Meanwhile,
critiques of Pass@K metrics have led to alternatives such as CoT-Pass@k, supported by theoretical
arguments that RLVR implicitly incentivizes correct reasoning paths rather than merely rewarding
lucky endpoints [Wen et al., 2025c]. Complementary approaches sustain RLVR’s benefits by
employing self-play problem synthesis to preserve entropy and enhance Pass@K [Liang et al.,
2025c], or by directly optimizing Pass@K through novel policy objectives [Chen et al., 2025z,
Walder and Karkhanis, 2025]. Yuan et al. [2025c] further provide compelling evidence for the
discovery view by demonstrating that LLMs can learn new skills in RL through the composition of
existing capabilities, suggesting that RL enables emergent behaviors beyond simple refinement of
pre-existing patterns.

The apparent dichotomy between Sharpening and Discovery may be reconciled through recent

theoretical advances that reveal deeper connections between different alignment paradigms. The
work of Xiao et al. [2025b] shows that RLHF implicitly performs imitation learning, while Sun [2024]
demonstrates that SFT can be understood as inverse RL. These insights suggest that both supervised
and RL approaches are operating within a shared theoretical framework of distribution matching and
reward optimization. The key distinction lies not in whether these methods can discover new capabil-
ities, but rather in how they navigate the trade-off between exploration and exploitation [Schmied
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et al., 2025]. The mode-seeking property of reverse KL in RL provides a mechanism for efficient
convergence to high-performance regions (Sharpening), while the implicit reward learning and
sequential decision-making aspects enable the composition of existing capabilities into novel behaviors
(Discovery) when given sufficient training time and appropriate regularization [Liu et al., 2025, Yuan
et al., 2025c]. This unified perspective suggests that the debate should shift from “Sharpening or
Discovery” to understanding the conditions under which each phenomenon dominates.

4.2. RL vs. SFT: Generalize or Memorize

In this subsection, we discuss the roles of RL and supervised fine-tuning, focusing on the interplay
between generalization and memorization. There are two primary approaches to post-training LLMs:
SFT and RL. Current debates focus on two main questions: 1) Which method better enables out-of-
distribution generalization? 2) Does behavior cloning via SFT set an upper bound on generalization
capabilities? Recently, significant research attention has been devoted to this topic. Notably, Chu et al.
[2025a] provide a direct conclusion across both textual and vision environments, stating that “SFT
memorizes, RL generalizes.”

Two recent studies sharpen this contrast. Huan et al. [2025] find that RL on math tasks (RL-
on-math) tends to preserve, or even enhance, performance on non-math tasks and instruction
following, whereas supervised fine-tuning on math (SFT-on-math) often leads to negative transfer and
catastrophic forgetting. Their diagnostic analyses based on latent-space PCA and token-distribution
(KL) measures, as well as those by Mukherjee et al. [2025], suggest that SFT induces representation
and output drift (memorization), while RL better preserves the base-domain structure (generalization).
Complementarily, Zhou et al. [2025d] dissect five math problem-solving training routes and observe
that 1) continual pretraining on math text provides only modest transfer, 2) conventional short-CoT
SFT frequently harms generalization, yet 3) long-CoT SFT and rule-based RL (with format/correctness
rewards) expand reasoning depth and self-reflection and thus improve broader reasoning; moreover,
an SFT warmup before RL stabilizes the policy and further boosts cross-domain transfer. These results
suggest that on-policy objectives and longer, self-reflective traces foster transferable patterns that
remain robust under distribution shift, whereas short-CoT SFT tends to overfit to surface patterns,
mirroring the classic RL-vs.-SFT divide between generalization and memorization. There are three
main research directions on this topic:

* RL demonstrates superior generalization: Chu et al. [2025a] show that RL outperforms SFT
in terms of Out-of-Distribution (OOD) performance, while SFT tends to memorize data on the
GeneralPoints and V-IRL tasks. Previous studies [Kirk et al., 2023] have also indicated that RLHF,
particularly under greater distribution shifts, can generalize more effectively than SFT, though
this may come at the cost of reduced output diversity. Additionally, DeepSeek-R1 [Guo et al.,
2025a] demonstrates that pure RL training can lead to the spontaneous emergence of advanced
reasoning behaviors, such as reflection and verification.

* RL is not a panacea: The generalization ability of RL is strongly influenced by the initial
data distribution and the design of verification rewards. Jin et al. [2025d] find that RL can
partially mitigate overfitting; however, it remains ineffective in cases of severe overfitting or
abrupt distributional shifts, as observed in OOD “24 points” and spectrum analysis tasks. The
primary value of RL lies in its ability to facilitate “proper learning” [Swamy et al., 2025]. SFT
can significantly improve generalization when appropriate reweighting, trust-region constraints,
or dynamic rescaling are applied, and it often better prepares models for subsequent RL [Qin
and Springenberg, 2025]. In practice, SFT may serve as a lower bound for sparse reward RL.

* Unified or alternating paradigms of SFT and RL: Yan et al. [2025a] present a framework
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that enhances RLVR by incorporating off-policy reasoning traces. Liu et al. [2025a] integrates
SFT and RL into a single-stage target, theoretically overcoming the bottleneck of long-horizon
sample complexity and empirically demonstrating superiority over using either approach alone.
Fu et al. [2025c] propose a joint single-stage integration of demonstration imitation (SFT) and
strategy improvement (RL) using entropy perception weights. Zhang et al. [2025p] provide
theoretical evidence that in scenarios involving small models, high difficulty, or sparse successful
trajectories, the traditional from SFT to RL two-stage approach may fail entirely. They address
this by employing a branch rollout mechanism that begins from expert anchors to effectively link
the two stages. Ma et al. [2025a] find that RL excels at consolidating and enhancing existing
abilities, whereas SFT is more effective at introducing new knowledge or novel model capabilities.
Matsutani et al. [2025] analyze how RL and SFT influence reasoning paths and graph topologies
in LLMs, revealing complementary effects on reasoning functionality.

However, several challenges remain unresolved. One major issue is distinguishing between
genuine problem-solving ability and mere memorization of answers, while simultaneously avoiding
data contamination [Satvaty et al., 2024]. There is still a lack of standardized, reproducible out-of-
distribution benchmarks. Additionally, RL training is highly sensitive to the initial data distribution;
when SFT induces significant representation drift, the ability of RL to recover and generalize is
limited [Jin et al., 2025d]. To address these challenges, there is a need to promote frameworks
such as UFT [Liu et al., 2025a], SRFT [Fu et al., 2025c], and Interleaved [Ma et al., 2025a], which
mechanize the integration of SFT for incorporating new knowledge with RL for amplification and
robustness. Lv et al. [2025] also explore automated scheduling strategies to determine when to switch
between SFT and RL and how to allocate their proportions effectively.

In conclusion, RL tends to achieve “true generalization” on verifiable tasks and under substantial
distribution shifts, but it is not a panacea. Modified SFT can help bridge the remaining gaps in
generalization. Consequently, best practices are converging towards unified or alternating hybrid
paradigms that combine the strengths of both approaches [Chen et al., 2025¢,h, Liu et al., 2025a, Lv
et al., 2025, Wu et al., 2025i, Zhu et al., 2025e].

4.3. Model Prior: Weak and Strong

Recent studies have shown that RL can now perform well across a wide range of tasks when coupled
with sufficiently powerful model priors and verifiable reward signals, thereby shifting the primary
bottleneck from scale to the design of environments and evaluation protocols*. From this perspective,
RL serves chiefly to resharpen latent competencies already encoded during pretraining, rather than
to generate novel abilities entirely from scratch.

In this subsection, we examine three key dimensions of this dependency: the comparative ad-
vantages of applying RL to base versus instruction-tuned models, the substantial variations in RL
responsiveness across different model families (particularly between Qwen and Llama architectures),
and the emerging strategies that can enhance RL outcomes for both weak-prior and strong-prior
models, including mid-training and curriculum design.

Base vs. Instruct Models. DeepSeek-R1 first introduced a discussion on applying RL to either base
models or instruct-tuned models, and it introduced two viable paradigms for post-training: 1) R1-Zero,
which applies large-scale rule-based RL directly to a base model, yielding emergent long-horizon
reasoning; and 2) R1, which incorporates a brief cold-start SFT stage to stabilize output format and
readability prior to RL. Independently, Open-Reasoner-Zero [Hu et al., 2025b] demonstrated that a
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minimalist training recipe applied to base Qwen models is sufficient to scale both response length
and benchmark accuracy, mirroring the training dynamics of R1-Zero. These findings suggest that
base model priors are better suited to RL than those of instruct models, often producing smoother
improvement trajectories than those observed when starting from heavily aligned Instruct models,
where entrenched formatting and obedience priors may interfere with reward shaping.

Model Family Differences. More recent studies highlight that the choice of base model can critically
shape RL outcomes. For instance, One-shot RLVR [Wang et al., 2025s] shows that introducing a single,
carefully selected mathematical example can more than double MATH500 accuracy for Qwen2.5-
Math-1.5B, delivering substantial average improvements across multiple benchmarks. Yet, Spurious
Rewards [Shao et al., 2025] uncovers a contrasting pattern: Qwen-family models register significant
gains even under random or spurious reward signals, whereas Llama and OLMo models often do
not. This divergence underscores the influence of model priors and emphasizes the importance of
validating RL claims across models with differing priors. The observed asymmetries suggest differences
in pretraining exposure to reasoning patterns (e.g., mathematical or code CoT). Qwen models, having
been extensively exposed to such distributions, tend to be more “RL-friendly”, whereas comparable
Llama models often exhibit brittleness when subjected to the same RLVR procedure.

Mid-training Solutions. In practice, researchers have found that this performance gap can be ad-
dressed through mid-training or annealing training strategies. In recent LLM research, annealing
denotes a late-stage pre-training phase during which the learning rate decays while the data distribu-
tion is reweighted to emphasize smaller, high-quality sources such as code, mathematics, and curated
QA corpora. Llama 3 [Grattafiori et al., 2024] explicitly names this phase Annealing Data, describing
both a shift in the data mixture and a linear LR decay to zero. They further report that injecting
small amounts of high-quality math and code at this stage substantially improves reasoning-oriented
benchmarks. Earlier, MiniCPM [Hu et al., 2024b] articulated a comparable two-stage curriculum,
termed stable-then-decay. During the decay (annealing) stage, they interleave SFT-style, high-quality
knowledge and skill data with standard pre-training corpora, observing larger improvements than
applying the same SFT only after pre-training. Similarly, OLMo 2 [OLMo et al., 2024] makes pub-
lic a modern mid-training recipe: pre-training is split into a long, web-heavy stage followed by a
shorter mid-training phase that up-samples high-quality and domain-specific sources, especially
mathematics, while linearly decaying the LR to zero. More generally, contemporary mid-training
strategies treat the joint design of learning rate schedules and data distribution switches as a first-class
concern. For instance, Parmar et al. [2024] show that optimal continued-pretraining requires: 1) a
two-distribution curriculum that emphasizes the target capabilities during the late stage, and 2 an
annealed, non-rewarmed LR schedule where the timing of the distribution switch is determined by
the LR fraction rather than a fixed token count. A recent systematic study extends this line of work,
demonstrating that a stable-then-decay mid-training curriculum that injects high-quality mathematics
and chain-of-thought QA corpora makes Llama models substantially more scalable under RL-based
fine-tuning, effectively narrowing the performance gap with Qwen models [Wang et al., 2025v].
Taken together, these findings suggest a practical recipe for weak-prior model families: strengthen
reasoning priors through mid-training, and subsequently apply RLVR.

Strong Model Improvements. While many replications favor base models, there is mounting evidence
that RL can further improve strong distilled/Instruct models when curriculum, verification, and length
control are carefully designed. For example, AceReason-Nemotron [Chen et al., 2025s] reports
consistent gains from math-first then code-only RL atop distilled Qwen models, with analyses showing
improvements in both Pass@1 and Pass@K regimes. These findings nuance a simplistic “base-only”
narrative: with the right constraints, Instruct/distilled starts can also benefit, but optimization is
less forgiving. A parallel line evaluates the controllability of reasoning models. MathIF [Fu et al.,
2025a] highlights a systematic tension: scaling up reasoning capabilities frequently undermines
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instruction-following performance, particularly in the context of long-form outputs. Complementary
evidence shows that explicit CoT prompting can reduce instruction-following accuracy and proposes
selective-reasoning mitigations [Li et al., 2025n]. Together, these works motivate multi-objective
training (format, brevity, obedience) alongside correctness/verifiability in RL.

We can summarize how model priors fundamentally shape RL outcomes in LLM training from
three perspectives: 1) Base models consistently outperform instruct-tuned models as RL starting
points, with DeepSeek-R1 and Open-Reasoner-Zero demonstrating emergent reasoning from minimal
recipes; 2) Model families exhibit asymmetric RL responsiveness: Qwen models show gains even under
spurious rewards while Llama/OLMo models require careful mid-training with annealed learning
rates and high-quality math/code data injection; 3) Strong distilled models can benefit from RL but
demand more sophisticated curriculum design and multi-objective optimization.

As RL increasingly serves to resharpen latent pretraining competencies rather than create novel
abilities, the focus shifts toward optimizing the pretraining-to-RL pipeline holistically rather than
treating these stages independently.

4.4. Training Recipes: Tricks or Traps

RL training for large models has primarily evolved from the PPO [Schulman et al., 2017b] series,
maintaining stability through a variety of engineering techniques [Huang et al., 2022] such as
trimming, baseline correction, normalization, and KL regularization. In the context of RL for LLM
reasoning, DeepSeek-Math and DeepSeek-R1 introduce critic-free GRPO [Shao et al., 2024], which
simplifies the training process by reducing complexity. Despite these advances, challenges related
to training stability and efficiency persist, motivating a range of new methods, including dynamic
sampling, various importance sampling ratios, and multi-level normalization.

A more widely adopted technique to boost exploration is to use decoupled PPO clipping (“Clip-
Higher”), where the upper clipping bound is set higher than the lower one (e.g., €jow = 0.2, €hign = 0.28)
to allow the probabilities of unlikely but potentially useful tokens to increase more freely [An et al.,
2025, Liu et al., 2025, Yu et al., 2025d]. Archer [Wang et al., 2025i] proposes a dual-clipping
mechanism for tokens with different entropy levels and ASPO [Wang et al., 2025h] further uses
asymmetric importance sampling for tokens with opposite advantage values.

* Minimalism in Data and Sampling: Xiong et al. [2025a] decompose GRPO and finds that the
largest performance gains come from discarding all incorrect samples, rather than relying on
complex reward normalization techniques. They propose that methods like RAFT [Dong et al.,
2023] or “Reinforce-Rej” [Liu et al., 2023a] can achieve stability and KL efficiency comparable to
GRPO/PPO using much simpler mechanisms. DAPO [Yu et al., 2025d] systematizes “dynamic
sampling + decoupled pruning” into a reproducible large-scale approach, and incorporates
decoupled PPO clipping (“Clip-Higher”) where the upper clipping bound is set higher than the
lower one (e.g., €jow = 0.2, epigh = 0.28) to allow the probabilities of unlikely but potentially useful
tokens to increase more freely, demonstrating state-of-the-art results on strong baselines for the
AIME24 benchmark. Similarly, GRESO [Zheng et al., 2025b] shows that pre-filtering can speed
up rollout time by 2.4x and overall training by 2.0x with minimal loss in performance.

* Structural Modification of the Objective Function: GSPO [Zheng et al., 2025a] shifts ratio
and cropping operations to the sequence level, resulting in improved stability and efficiency over
GRPO, especially for stable RL training of Mixture-of-Experts (MoE) models. S-GRPO [Dai et al.,
2025a] further reduces redundant reasoning, mitigating the tendency for longer and unnecessary
reasoning chains and shortening sequence length by 35-61% across multiple benchmarks, with
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slight improvements in accuracy.

* The Struggle Between De-biasing and Normalization: Dr. GRPO [Liu et al., 2025h] identifies
a key deviation in GRPO where “the longer it’s wrong, the more wrong it gets,” and introduces
minor algorithmic modifications to improve token efficiency. At the same time, other studies (e.g.,
BNPO [Xiao et al., 2025a]) revisit the importance of reward normalization from an adaptive
distribution perspective, proposing new normalization families. The evidence from these two
camps is contradictory, indicating that viewing normalization as a universal solution may be
misleading.

Liu et al. [2025a] present a recent review with unified evaluation, incorporating common tech-
niques into a single open-source framework [Wang et al., 20250] to enable isolated and reproducible
experiments. This work provides a roadmap outlining “which techniques are effective under what
settings” and demonstrates that a minimalist combination of methods can outperform GRPO and
DAPO across multiple configurations. Crucially, it highlights the field’s most pressing challenges:
inconsistent experimental settings, incomplete reporting, and conflicting conclusions. This constitutes
a fundamental limitation in the current application of RL within the research community. In summary,
while practical “tricks” are valuable for stabilizing RL training, the essence of “scientific training” lies
in verification and scalability. Progress in the field requires unified experimental protocols, verifiable
reward structures, and explicit scalability—performance—cost curves [Nimmaturi et al., 2025] to show
that a method remains effective as it scales, rather than only at specific data or models.

4.5. Reward Type: Process or Outcome

In standard RL, the objective of the policy is to maximize the expected cumulative reward [Sutton
et al., 1998]. The “Reward is Enough” hypothesis [Bowling et al., 2023, Silver et al., 2021] further
posits that appropriately designed rewards are sufficient and that maximizing returns can, in principle,
give rise to all aspects of intelligence. In the context of RL for LLMs, the core challenge is how to
provide meaningful rewards, such as training a reward model or verifier to score outputs and using
these scores for RL or search. Common approaches include outcome rewards, which evaluate only
the final result (e.g., correctness or passing individual tests), and process rewards, which provide
step-by-step scoring through dense feedback on intermediate steps [Lightman et al., 2024].

* As shown in § 3.1.1, when task answers are verifiable, outcome rewards are the simplest and
most scalable for challenging mathematical and coding tasks. However, outcome-only approaches
may tacitly encourage unfaithful chain-of-thought [Arcuschin et al., 2025], such as “answer first,
hallucinate later,” and reward speculation. Recent research [Baker et al., 2025] indicates that
state-of-the-art models also exhibit unfaithful reasoning and post-hoc rationalization in real-world
scenarios. Other work has highlighted that rule-based RL is prone to reward hacking and the
development of reasoning illusions [Sun et al., 2025h].

* PRMs [Zhang et al., 2025f] naturally facilitate long-chain credit assignment. Lightman et al.
[2024] clearly compare the two reward approaches: for mathematical reasoning, PRMs trained
with process supervision are more stable and reliable, significantly outperforming those supervised
solely by results. Nevertheless, step-wise annotation is extremely costly, and quality often declines
across different domains [Zhang et al., 2025v]. Relevant studies suggest that heuristic or Monte
Carlo-based synthesis approaches tend to generalize poorly and introduce bias [Yin et al., 2025].

Overall, outcome rewards provide “scalable goal alignment with automated verification”, while
process rewards offer “interpretable dense guidance.” Combining the two, for example via implicit
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process modeling [Cui et al., 2025a] or generative verifiers [Zhang et al., 2024a], may represent a
promising future direction in reward design.

5. Training Resources

Effective RL for LLMs depends not only on algorithms and objective design, but also on the quality
and structure of the underlying training resources. The selection of resources ranging from static
corpora to dynamic environments and specialized RL infrastructure, profoundly influences both the
stability and scalability of large-scale training. In this section, we survey the key categories of training
resources leveraged in current practice. We first examine the role and limitations of static corpora as a
foundation for RL (§ 5.1), then discuss the growing importance of dynamic, interactive environments
that provide richer learning signals and more realistic task distributions (§ 5.2). Finally, we review
the RL infrastructure that enables scalable and efficient training pipelines for LLMs (§ 5.3).

5.1. Static Corpus

Takeaways

* RL reasoning datasets are moving from large-scale raw data to higher-quality, verifi-
able supervision using distillation, filtering, and automated evaluation to boost sample
effectiveness and process fidelity.

* Data coverage has expanded beyond single domains (math/code/STEM) to include search,
tool use, and agentic tasks with traceable, plan-act—verify trajectories.

This section surveys static corpora for RL with LLMs. Data construction is shifting from “scale-first”
to “quality- and verifiability-first”, explicitly to support verifiable rewards (see § 3.1.1). As shown in
Table 4, the dataset coverage spans four major tracks: mathematics, coding, STEM, and agentic tasks
(e.g., search and tool use). All corpora are directly compatible with RLVR, enabling process-aware
evaluation. These datasets support key components of the RL pipeline, including policy pretraining,
reward modeling, and difficulty-aware sampling.

Math-focused RL datasets coalesce around three construction pipelines, including annotation/ver-
ification, distillation, and multi-source merging, while widely exposing intermediate reasoning traces
and spanning sizes from hundreds to millions of examples. Compact, carefully curated sets such as
LIMO [Ye et al., 2025d] and LIMR [Li et al., 2025r] emphasize high-quality problems with explicit
process feedback; annotated/verified resources like DAPO [Yu et al., 2025d], Big-MATH [Albalak
et al., 2025], and DeepMath [He et al., 2025h] deliver reliable solution trajectories suitable for reward
modeling and value alignment; at larger scale, NuminaMath 1.5 [Li et al., 2024b] extends process-rich
samples; distillation-centric corpora including DeepScaleR [Luo et al., 2025c], OpenR1-Math [Hug-
ging Face, 2025], and OpenMathReasoning [Moshkov et al., 2025] inherit strong-teacher or “R1-style”
long-chain reasoning, supporting policy pretraining and RL-stage selection; merge-and-distill collec-
tions such as PRIME [Cui et al., 2025a], OpenReasoningZero [Hu et al., 2025b], and STILL-3-RL [Chen
et al., 2025y] integrate open problems with self-generated candidates, offering difficulty stratification
and high-quality filtering signals; community-leaning releases like Light-R1 [Wen et al., 2025b] and
MiroMind-M1-RL-62K [Li et al., 2025p] package lightweight, RL-ready formats for rapid iteration
under compute constraints. Collectively, these resources span basic computation to competition-level
problems and provide both final answers and measurable intermediate steps, enabling scalable policy
learning, reward modeling, and process-based reinforcement.
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Table 4 | Static datasets for RL training of LLMs, including Math, Code, STEM, and Agent domains.
For data acquisition methods, “Distil” and “Anno” indicate distillation and annotation, respectively.
“Merge” indicates the integration of existing datasets, including difficulty and quality filtering.

Domain Date Name #Sample Format Type Link
2025.02 DAPO 17k Q-A Anno O =
2025.02 PRIME 481k Q-A Merge&Distil 0O =
2025.02 Big-MATH 47k Q-A Anno 5
2025.02 LIMO 800 Q-C-A Anno 0O &
2025.02 LIMR 1.39k Q-A Anno 0O =
2025.02 DeepScaleR 40.3k Q-C-A Distil 5
2025.02 NuminaMath 1.5 896k Q-C-A Anno (I
Math 2025.02 OpenReasoningZero 72k Q-A  Merge&Distil €) &
2025.02 STILL-3-RL 90k Q-A Merge&Distil O =
2025.02 OpenR1-Math 220k Q-C-A Distil O =
2025.03 Light-R1 79.4k Q-C-A Merge ¥
2025.04 DeepMath 103k Q-C-A  Distil&kAnno ) &
2025.04 OpenMathReasoning 5.5M Q-C-A Distil (e
2025.07 MiroMind-M1-RL-62K 62k Q-A Merge 0O =
2024.12 SWE-Gym 2.4k Q-A Anno 0O &
2025.01 codeforces-cots 47.8k Q-C-A Distil ¥
2025.01 SWE-Fixer 110k Q-A Anno O =
2025.03 KodCode 268k Q-A Distil 0 =
Code 2025.03 Code-R1 12k Q-A Merge 0O =
2025.04 Z1 107k Q-C-A Distil 0O =
2025.04 LeetCodeDataset 2.9k Q-A Anno (v
2025.04 OpenCodeReasoning 735k Q-C-A Distil 5
2025.04 DeepCoder 24k Q-A Merge (s
2025.05 rStar-Coder 592k Q-C-A Distil&Anno ) &
2025.01 SCP-116K 182k Q-C-A Distil 7
2025.02 NaturalReasoning 2.15M Q-C-A Distil ¥
STEM 2025.05 ChemCoTDataset 5k Q-C-A Distil ¥
2025.06 ReasonMed 1.11M Q-C-A Distil 0O =
2025.07 MegaScience 2.25M Q-C-A  Merge&Distil ¥
2025.09 SSMR-Bench 16k Q-A Anno 0O =
2025.03 Search-R1 221K Q-A Anno ¥
2025.03 ToRL 28K Q-A Merge ()
2025.03 ToolRL 4K Q-C-A Distil (w)
Agent 2025.05 ZeroSearch 170K Q-A Anno O =
2025.07 WebShaper 0.5K Q-A Anno 5
2025.08 MicroThinker 67.2K Q-A Anno ¥
2025.08 ASearcher 70K Q-A Anno 2
2025.01 dolphin-r1 300k  Q-CA Distil ¢
2025.02 SYNTHETIC-1/2 2M/156K  Q-C-A Distil ¥ &
Mix 2025.04 SkyWork OR1 14k Q-A Merge O =
2025.05 Llama-Nemotron-PT 30M Q-C-A Distil ¥
2025.06 AM-DS-R1-0528-Distilled 2.6M Q-C-A Distil 0O =
2025.06 guru-RL-92k 91.9k Q-A Distil 2

Code-oriented RL datasets primarily fall into three categories: program repair/editing, algo-
rithmic competition problems, and general code synthesis with reasoning. These datasets typically
provide executable unit tests and intermediate execution traces, facilitating reward shaping and
process-level evaluation. Interactive, test-driven resources such as SWE-Gym [Pan et al., 2024] target
fine-grained editing policies; human-verified repair pairs like SWE-Fixer [Xie et al., 2025a] and
LeetCodeDataset [Xia et al., 2025c] support value alignment and reward modeling. For competition-
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style and algorithmic reasoning, codeforces-cots [Penedo et al., 2025], Z1 [Yu et al., 2025g], and
OpenCodeReasoning [Ahmad et al., 2025] emphasize long-chain trajectories and difficulty stratifica-
tion. In large-scale, “R1-style” distillation for general code generation, KodCode [Xu et al., 2025h]
and rStar-Coder [Liu et al., 2025c] provide process-rich samples that aid policy pretraining and
RL-stage selection. Lightweight, merge-centric releases such as Code-R1 [Liu and Zhang, 2025]
and DeepCoder [Luo et al., 2025b] are convenient for rapid iteration under compute constraints.
Collectively, these corpora span single-function repair through competition-level problem solving,
offering both automatically checkable end artifacts and stepwise plans/edits, thereby enabling scalable
policy learning, reward modeling, and process-based reinforcement for code agents.

STEM-oriented RL datasets generally converge on three themes: textbook or curriculum extrac-
tion, cross-disciplinary large-scale reasoning, and domain-specialized corpora (e.g., chemistry and
medicine) featuring merge-and-distill pipelines. These datasets commonly release chain-of-thought
rationales and evidence-aligned signals, enabling process-level rewards. SCP-116K [Lu et al., 2025a]
targets undergraduate-to-doctoral science with automatically extracted problem-solution pairs plus
model-generated reasoning. NaturalReasoning [Yuan et al., 2025e] offers multi-discipline questions
decontaminated from popular benchmarks with extracted reference answers. ChemCoTDataset [Li
et al., 2025d] contributes chemistry-specific CoT exemplars spanning molecular editing/optimization
and reaction prediction. ReasonMed [Sun et al., 2025f] provides multi-agent—distilled medical QA
with multi-step CoT rationales and concise summaries. SSMR-Bench [Wang et al., 2025w] program-
matically synthesizes music-theory-grounded sheet-music reasoning questions in both textual (ABC
notation) and visual formats, releasing 16k training pairs per modality, and supporting evaluation
as well as RL with verifiable rewards. MegaScience [Fan et al., 2025a] aggregates public scientific
corpora via ablation-based selection and annotates step-by-step solutions for most constituent sets,
forming a large training pool for RL on scientific reasoning.

Mixed-domain RL datasets unify math, code, and scientific reasoning through distillation-first
and merge-centric pipelines, while broadly releasing chain-of-thought traces, verifier signals, and
multi-trajectory candidates that enable process rewards and difficulty-aware selection. In R1-style
mixtures, dolphin-rl [Team, 2025b] blends DeepSeek-R1, Gemini-thinking, and curated chat data
for general reasoning. The SYNTHETIC suite couples large-scale SFT-style traces with RL-ready multi-
trace samples: SYNTHETIC-1 [Mattern et al., 2025] aggregates DeepSeek-R1 reasoning with diverse
verifiers, and SYNTHETIC-2-RL [Mattern et al., 2025] provides multi-domain tasks with multiple
trajectories for preference/reward learning. SkyWork OR1-RL-Data [He et al., 2025d] emphasizes
verifiable math and code problems with difficulty labels, serving as a lightweight RL pool. Llama-
Nemotron Post-Training [Bercovich et al., 2025] compiles instruction/R1-style data spanning math,
code, STEM, general reasoning, and tool use for post-training. AM-DeepSeek-R1-0528-Distilled [a-m
team, 2025] offers cross-domain distilled traces with documented quality filtering, and guru-RL-
92k [Cheng et al., 2025d] curates six high-intensity reasoning domains via a five-stage pipeline
optimized for RL formats. Collectively, these corpora provide verifiable endpoints and stepwise
rationales across domains, supporting scalable policy learning, reward modeling, and process-based
reinforcement.

Agent-centric RL datasets concentrate on two complementary capabilities, search-as-action and
tool use, while releasing verifiable process signals such as search/browse traces, evidence URLs,
and tool-execution logs that enable process rewards and offline evaluation. Search-R1 [Jin et al.,
2025b] builds on NQ/HotpotQA to train interleaved reasoning—search behavior. ToRL [Li et al.,
2025s] scales tool-integrated RL from base models to learn when and how to invoke computational
tools. ToolRL [Qian et al., 2025] studies fine-grained reward design for learning tool selection
and application. ZeroSearch [Sun et al., 2025a] formulates offline information-seeking tasks that
incentivize search without real web calls. WebShaper [Tao et al., 2025] synthesizes information-
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Table 5 | Dynamic RL Environments for RL Training of LLMs. Data source legend: RD = Read Data,
RS = Rule-based Synthesis, MS = Model-based Synthesis. Scale legend: Training/Test set.

Category Date Name Data Source Interactive Scale Multimodal Link
2025.02 AutoLogi RD + MS X 2458/6739 puzzles X ()
2025.02 Logic-RL RS X Sk samples X (]
2025.05 Reasoning G RS X 104 tasks X (]
Rule-based 2025.05 SynLoggicym RS x 35 tasks x 0=
2025.06 ProtoReasoning RD + MS X 6620 samples X -
2025.06 Enigmata RD + RS x 36 tasks x 0=
2024.07 AppWorld RD + RS v 750 tasks X (]
2025.02 AgentCPM-GUI RD + RS v 55k trajectories v 0=
2025.02 MLGym RD + RS v 13 tasks X (]
2025.03 ReCall RD + MS v 10010 samples X (X5
Code-based 2025.04 R2E-Gym RD + MS v 8135 cases X Os
2025.05 MLE-Dojo RD + RS v 202 tasks v Os
2025.05 SWE-rebench RD + MS v 21336 cases x 0=
2025.05 ZeroGUI MS v - v 0=
2025.06 MedAgentGym RD v 72,413 cases X (X5
2020.10 ALFWorld RS v 6 tasks v Y]
2022.03 ScienceWorld RS v 30 tasks x Os
2025.04 Cross-env-coop RS v 1.16e17 cases X ()
2025.05 Imgame-BENCH RD + RS v 6 games v (X5
Game-based 2025.05 G1(VLM-Gym) RD + RS v 4 games v (w]
2025.06 Code2Logic (GameQA) RD + MS X 140k QA v (o
2025.06 Play to Generalize RS v 36k samples x 2 games v Os
2025.06 KORGym RS v 51 games v 0=
2025.06 Optimus-3 RS v 6 tasks v O
2025.08 PuzzleJAX RS v ~ 900 games v ()
2025.03 Sweet-RL RD + MS v 10k/1k tasks X (X
2025.04 TextArena RS v 99 games X (]
Model-based 2025.05 Absolute Zero MS v - X 0=
2025.06 SwS RD + MS X 40k samples X (o X5
2025.07 SPIRAL RS v 3 games X 0=
2025.08 Genie 3 MS v - v v}
Ensemble-based 2025.06 InternBootcamp RD + RS v 1060 tasks X (]
2025.07 Synthetic-2 RD + MS v 19 tasks X ¥

seeking data via an “Expander Agent”, covering diverse task forms and reasoning structures with URL
evidence. MicroThinker [Team, 2025f] contributes full rollout trajectories and rich tool-use logs for
multi-step agents. ASearcher [Gao et al., 2025a] releases Apache-2.0-licensed training splits for long-
horizon search agents with question/answer fields and source annotations. Collectively, these corpora
span planning, retrieval, tool orchestration, evidence verification, and answer generation, supporting
scalable policy learning, reward modeling, and process-based reinforcement for web/search and
tool-using agents.

5.2. Dynamic Environment

Takeaways

 Static RL training datasets are increasingly insufficient for advanced and generalizable
reasoning abilities.

* Scalable RL for LLMs needs to turn to synthesized or generated data and interactive
environments, such as various gyms and world models.

Existing static RL corpora, whether manually annotated, semi-automatically labeled, or scraped
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from the Web, are increasingly insufficient for training models that require more advanced and gener-
alizable reasoning abilities. A growing number of works are now leveraging “Dynamic Environments”
to jointly ensure both scalability and verifiability, two essential properties for effective model training
[Wei, 2025].

Unlike traditional reasoning corpora, these dynamic environments represent a paradigm shift.
They enable either the automated and limitless synthesis of data, or provide step-level, multi-turn
feedback on a model’s entire reasoning process. As shown in Table 5, based on the methods used for
synthesis and interaction, these environments can be categorized, serving as the interaction objects
for the RL process. Given our focus on resources for training, this subsection’s organization of datasets
and environments will exclude benchmarks intended solely for evaluation.

Rule-based Environment. Relying solely on feedback like “Exact Match” can lead models to shortcut
to memorization rather than actual reasoning. To counteract this, some environments offer complex
and diverse tasks that require deterministic rule-based operations as a verifier. AutoLogi [Zhu et al.,
2025d] generates open-ended logic puzzles with controllable difficulty by building code that checks
the correctness of logical constraints based on a fixed model output format. Logic-RL [Xie et al.,
2025c] uses a scalable Knights and Knaves puzzle to create a rule-based RL environment, which
generalized the reasoning capabilities of a 7B model to the mathematical domain. Projects like
SynLogic [Liu et al., 2025h], Reasoning Gym [Stojanovski et al., 2025], and Enigmata [Chen et al.,
2025d] expand the task diversity further. They identify the key parameters that control the difficulty
for each task, allowing for the unlimited generation of data across various logic-related reasoning
challenges. In contrast, ProtoReasoning [He et al., 2025b] operates on the hypothesis that a model’s
generalization ability comes from shared abstract reasoning prototypes. It normalizes different task
types into a consistent format, like Prolog questions or PDDL tasks, and then automatically verifies
the model’s output using an interpreter.

Code-based Environment. An important application area for LLM reasoning is software engineering
and code development. A key characteristic of these environments is that models must interact
with a compilable code environment during training. Therefore, how to scalably construct code-
based task environments remains a significant research direction. To teach agents to use tools,
ReCall [Chen et al., 2025Kk] leverages advanced LLMs to construct a Python-based tool interaction
environment, autonomously synthesizing its own SynTool data for RL training. In the field of AutoML,
MLGym [Nathani et al., 2025] was among the first to support an interactive environment for iterative
experimentation and training. It isolates each task’s execution environment using Docker containers.
Though its tasks are largely fixed, it offers less scalability. MLE-Dojo [Qiang et al., 2025] offers
more scalability as it is easier for users to integrate new tasks. In a similar vein, MedAgentGym [Xu
et al., 2025b] is an efficient and scalable interactive training environment for the medical domain.
In software engineering, R2E-Gym [Jain et al., 2025] reduces the reliance on manually authored
GitHub issues and test cases by programmatically generating environments directly from GitHub
commit histories, integrating with OpenHands for interactive capabilities. Similarly, SWE-rebench
[Badertdinov et al., 2025] extends the original static SWE-bench by proposing a scalable pipeline for
constructing software engineering tasks. This pipeline includes complex, interactive tasks that simulate
real-world software development scenarios, ensuring data freshness and avoiding data contamination.
In the field of computer use, AgentCPM-GUI [Zhang et al., 2025w] constructs an interactive GUI
environment during the RFT phase to provide feedback on the model’s actions. Similarly, AppWorld
[Trivedi et al., 2024] uses an environment comprising various mobile application APIs. ZeroGUI
[Yang et al., 2025b] takes this a step further by using existing advanced VLMs to construct tasks for
both Ubuntu and Android. During training, a GUI agent interacts with the environment, and the
feedback is then provided to the VLM to give rewards, all without the need for manual data curation.

43



A Survey of Reinforcement Learning for Large Reasoning Models

Game-based Environment. Game environments are characterized by their clear and complex state
spaces, where an AI’s behavior is tightly coupled with the environment’s state.This leads to a more
multi-step and continuous interaction process compared to the environments mentioned previously,
and such environments naturally support dense rewards in § 3.1.3, making RL training more efficient
and stable. Early works on interactive environments for training agents, such as ALFWorld [Shridhar
et al., 2020] and ScienceWorld [Wang et al., 2022], remain influential in the agent planning field.
Code2Logic [Tong et al., 2025b] utilized game code and Q&A templates to automatically generate
multimodal reasoning data, resulting in the GameQA dataset. This dataset is not only scalable but
also tests a model’s multimodal reasoning capabilities with graduated difficulty. lmgame-Bench
[Hu et al., 2025c], in a different approach, directly selects classic games and interacts with an
LLM via a unified APL. The game environment updates its state and provides a reward based on
the LLM’s action, which the LLM then uses to adjust its strategy. Similarly, Play to Generalize [Xie
et al., 2025d] used a simple, scalable game environment for RL to train a 7B-parameter MLLM. The
research found that the reasoning skills acquired by the model could generalize to unseen games
and multidisciplinary reasoning tasks. The work G1 [Chen et al., 2025¢g] introduced the VLM-Gym,
an RL environment that supports the parallel execution of multiple game states, facilitating large-
scale training. KORGym [Shi et al., 2025a] further expands the number of supported simple games,
offering interactive and difficulty-configurable RL environments. PuzzleJAX [Earle et al., 2025] takes
a different approach by accelerating games generated from the PuzzleScript language using JAX. This
not only speeds up the game environment to support RL-based training but also provides access to a
community of game developers with a source of unlimited games. To learn general cooperative skills,
Cross-environment Cooperation [Jha et al., 2025a] leverages the game Overcooked and maximizes
environmental diversity within a self-play framework. For more complex, high-degree-of-freedom
games like Minecraft, the Optimus series of work [Li et al., 2025w] leverages knowledge graphs to
interact with the game environment, constructing data to evaluate a model’s long-term planning
ability.

Model-based Environment. This paradigm facilitates the creation of highly flexible and diverse RL
environments through model-to-model interaction or self-play. SwS [Liang et al., 2025b] utilizes a
model’s failed training cases to abstract key concepts and generate new problems, thus enhancing its
reasoning abilities in a targeted manner. SPIRAL [Liu et al., 2025a] uses three zero-sum games for
self-play to prevent overfitting to a static policy. For model-to-model interaction, Sweet-RL [Zhou
et al., 2025g] uses a prover-verifier-like training framework, where an agent interacts and collaborates
with an LLM-based human simulator to solve front-end design and back-end programming tasks.
TextArena [Guertler et al., 2025] proposes using adversarial text games combined with a ranking
system, which overcomes the bottleneck of human scoring by allowing models to interact directly to
relatively measure their abilities. Absolute Zero [Zhao et al., 2025a] goes a step further by completely
moving away from human-defined evaluation tasks, utilizing three reasoning modes for a model to
autonomously generate its own tasks and improve its reasoning capabilities through self-evolution.
In the visual domain, Genie 3 [Ball et al., 2025] generates near-realistic and interactive 3D virtual
environments, laying the foundation for future multimodal environment-interactive RL. While some
existing world models have already enabled RL-based model training [Dedieu et al., 2025, Hafner
et al., 2023, Russell et al., 2025], and we have listed works that train LRMs using model-based
environments above, there is still no sufficiently scalable solution to support RL training of LRMs
based on world models. The ultimate form of such dynamic environments, we posit, would be an
oracle world model capable of simulating a complete, self-contained world.

Ensemble-based Environment. There are also works that involve significant engineering effort
that integrate various tasks and datasets to form interactive environments and training data for RL.
InternBootcamp [Li et al., 2025h] is a large-scale, extensible library of environments designed to train
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Table 6 | Open-source RL infrastructure for LLM post-training. Status legend: v = native, x =
unsupported, P = partial.

Runtime Serving Training

Date Framework
Async Agents Multi-Agents Multimodal vLLM SGLang DeepSpeed Megatron FSDP

Primary development

2020.03 TRL X X X P v X v X v
2023.11 OpenRLHF v v X X v X v X X
2024.11 veRL v v X P v v X v v
2025.03 AReal v v X P v v v v v
2025.05 NeMo-RL P P X v v X X v v
2025.05 ROLL v v X v v v v v X
2025.07 slime v P X X X v X v X
2025.09 RLInf v v X N v v X v v
Secondary development
2025.02 rllm P v X X v N X X v
2025.02 VLM-R1 X X X v v X v X X
2025.03 EasyR1 X X X v v X X X v
2025.03 verifiers v v X X v X v X v
2025.05 prime-rl v X X X v X X X v
2025.05 MARTI P v v X v X v X X
2025.05 RL-Factory v v X v v v v v v
2025.06 verl-agent v v X v v v v v v
2025.08 agent-lightning v v P X v X X v v

LRMs. It supports over 1000 general reasoning tasks across eight domains by providing difficulty-
controllable generators and rule-based verifiers. A key contribution is its empirical demonstration
of “Task Scaling,” showing that increasing the number of training tasks significantly boosts both
reasoning performance and training efficiency. Synthetic-2 [Primelntellect, 2025] contributes to this
approach by providing a massive, open dataset of four million verified reasoning traces. These traces
were collaboratively generated via a “planetary-scale, pipeline-parallel, decentralized inference run,”
showcasing a highly scalable method for creating verified training data for complex RL tasks.

5.3. RL Infrastructure

Takeaways

* Modern RL infrastructure centers on flexible pipelines and communication layers that
allocate resources between agent rollout and policy training, typically implemented as
wrappers over mature distributed training frameworks and inference engines.

* Specialized variants (agentic workflows, multi-agent, and multimodal) commonly support
asynchronous rollouts/training and standardized environment interfaces.

In this subsection, we introduce the open-source RL infrastructure that promotes the development
not only in algorithmic research but also in downstream applications. We begin by presenting primary
development frameworks, which mainly provide basic wrappers around LLM training and inference
frameworks. Next, we introduce secondary development frameworks, which are built upon these
primary frameworks and further adapted to various downstream applications, including agentic
RL, coding RL, multi-agent RL, and multimodal R, distributed RL, and others. We compare these
open-source RL frameworks in Table 6 and introduce the main frameworks below..
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Primary Development. Current RL infrastructure relies heavily on mature training frameworks
and inference engines designed for LLMs. Frameworks such as DeepSpeed [Rasley et al., 2020],
Megatron [Shoeybi et al., 2019], and Fully Sharded Data Parallel (FSDP) [Zhao et al., 2023b] are
optimized for both pre-training and post-training of LLMs. In terms of inference, vLLM [Kwon et al.,
2023] and SGLang” are tailored for efficient inference, incorporating advanced schedulers and flash
attention mechanisms. These optimizations enable significantly faster inference compared to direct
forward computation on PyTorch models. Many open-source RL frameworks are built upon plug-and-
play training and inference frameworks, most of which are implemented on distributed computing
engines such as Ray®. Here, we review RL frameworks that are directly developed based on the
aforementioned backbone training and inference frameworks.

* TRL [von Werra et al., 2020]: TRL focuses on trainer-centric post-training with SFT, PPO/GRPO,
DPO, and a dedicated RewardTrainer (plus recent online variants), rather than a bespoke dis-
tributed runtime. It integrates vLLM for online methods (server or colocated modes) but does
not natively target SGLang or TensorRT-LLM. Scaling is delegated to accelerate, which natively
supports DDP, DeepSpeed ZeRO, and FSDP; Megatron is not a backend. Reward modeling is
supported out-of-the-box through the RewardTrainer, and the library provides clear APIs for
GRPO/DPO/online rollouts.

* OpenRLHF [Hu et al., 2024a]: OpenRLHF provides distributed implementations of PPO, GRPO,
REINFORCE++ (and its baseline variant) and RLOO, and also includes preference-learning
baselines such as DPO/IPO/cDPO and KTO. Its runtime supports both asynchronous pipeline
RLHF and asynchronous agentic RL modes, exposing a class-based agent API for multi-turn
settings. For serving, OpenRLHF integrates tightly with vLLM for high-throughput rollouts.
Training is organized around DeepSpeed ZeRO-3 with Auto Tensor Parallelism (AutoTP), without
requiring Megatron or FSDP. The framework ships recipes for RMs and PRMs training and
integrates PRM signals into rollouts.

» Verl [Sheng et al., 2025]: Verl offers one of the broadest algorithm menus (PPO, GRPO, GSPO,
ReMax, REINFORCE+ +, RLOO, PRIME, DAPO/DrGRPO, and more) together with multi-turn
training and tool use. Its runtime is centered on the HybridFlow controller and adds agentic
RL rollout and prototypes for disaggregated asynchronous training (with “Async and off-policy
architecture” on the public roadmap). Verl supports vLLM and SGLang for serving, and provides
both FSDP and Megatron-LM training backends. Reward options include model-based and
function/verifiable rewards (e.g., math/coding), with multi-GPU LoRA-RL support.

* AReal [Fu et al., 2025b]: AReal targets high-throughput RL for large reasoning models with
a fully asynchronous design that decouples generation from training via interruptible rollout
workers, a replay buffer, and a parallel reward service (e.g., unit-test—-based code rewards),
stabilized by a staleness-aware PPO objective. Empirically, the system reports up to 2.77x training
speedups at matched or better final accuracy on math/code benchmarks and scales near-linearly
to 512 GPUs. The open-source stack emphasizes SGLang-based rollout serving and Ray launchers
for single-node to ~1K-GPU clusters, with PyTorch FSDP as the main training backend (Megatron
also available); the newer “AReal-lite” adds an algorithm-first API with GRPO examples and
support for multi-turn agentic RL/RILVR workflows.

* NeMo-RL [NVIDIA-NeMo, 2025]: NVIDIA’s NeMo stack now exposes a dedicated “NeMo RL”
library and the earlier NeMo-Aligner toolkit for alignment. Algorithmically, NeMo covers SFT

Shttps://github.com/sgl-project/sglang
Shttps://github.com/ray-project/ray
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and preference training (DPO/RPO/IPO/REINFORCE) as well as full RLHF with PPO and GRPO,
including multi-turn variants. The runtime emphasizes scalable, production-oriented orchestration
and extensive parallelism; training is built on Megatron Core (tensor/data/pipeline/expert
parallelism) for 100B-scale models and multi-node clusters. For serving, the NeMo framework
documents deployment with TensorRT-LLM and vLLM. Reward-model training is first-class in the
RLHF tutorials, with end-to-end pipelines from RM fitting to PPO.

* ROLL [Wang et al., 20250]: ROLL targets large-scale RL for LLMs with GRPO/PPO/REINFORCE+ +
and additional recipes (e.g., TOPR/RAFT++/GSPO), and explicitly supports asynchronous
training and agentic RL pipelines. The runtime follows a Ray-based multi-role design and
integrates SGLang and vLLM for rollout serving. Training is built primarily around Megatron-
Core, with FSDP2 listed on the public roadmap; DeepSpeed is acknowledged as a dependency.
Reward handling is modular via Reward Workers (e.g., verifiers, sandbox tools, LLM-as-judge)
and pluggable environments. A technical report details the system and scaling considerations.

* slime [THUDM, 2025]: Slime is positioned as an SGLang-native post-training framework for RL
scaling, connecting SGLang on the rollout side with Megatron on the training side. It emphasizes
infrastructure over algorithm breadth, but ships examples for dense and MoE models, and includes
multi-turn + tool-calling (“Search-R1 lite”). The runtime supports asynchronous training and
agentic workflows; serving is first-class via SGLang. Training uses Megatron-LM with Ray for
cluster launch; reward modeling per se is not the primary focus, although verifier/“reward”
signals can be produced on the rollout plane.

* RLinf [Team, 2025h]: RLinf is a framework for embodied intelligence that emphasizes modularity
and adaptability. Motivated by the coexistence of “large-brain” and “small-brain” paradigms and
the field’s still-evolving trajectory, RLinf adopts a Macro-to-Micro Flow (M2Flow) paradigm, which
separates macro-level logical workflows from micro-level physical execution, thereby enabling
programmable composition with efficient scheduling. At runtime, RLinf allows reinforcement
learning components (e.g., Actor, Critic, Reward, Simulator) to be flexibly placed on arbitrary
GPUs and configured with collocated, disaggregated, or hybrid execution modes—ranging from
shared-all placement to fine-grained pipelining. A representative case decouples the Generator
and GPU-based Simulator into a pipeline, while Inference and Trainer share execution. For
serving, RLinf supports vLLM/SGLang, and for training it integrates Megatron/FSDP.

Secondary Development. In this part, we introduce several representative frameworks that are built
upon primary development frameworks and extend their features to support a broader range of
downstream applications. We primarily focus on frameworks for agentic RL, multimodal RL, and
multi-agent RL. Although some primary frameworks already offer partial support for these areas, we
highlight specialized frameworks designed for specific domain studies.

» Agentic RL: This area focuses on training LLMs to utilize external tools in a variety of scenar-
ios, such as search engines [Jin et al., 2025b], Python interpreters [Feng et al., 2025a], web
browsers [Li et al., 2025g], and more. Primary frameworks like veRL [Sheng et al., 2025] and
AReal [Fu et al., 2025b] have been updated or specifically designed to support these capabilities.
A core feature of agentic RL is asynchronous generation and training, which significantly reduces
computational time during long-term interactions between LLMs and external environments. The
secondary frameworks are mostly built upon veRL to integrate additional tools and environments,
and their new features are gradually incorporated back into veRL. More details about Agentic RL
will be discussed in § 6.1 and 6.2.
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* Multimodal RL: Although the primary development frameworks were originally designed for
training language models, they are typically based on transformers, which support both inference
and training of vision language models. The main challenges in this area involve data process-
ing and loss function design. Notable frameworks such as VLM-R1 [Shen et al., 2025a] and
EasyR1 [Zheng et al., 2025e] have been developed for training vision-language models based
on veRL. For multimodal generation, certain frameworks have been specifically developed for
RL training of diffusion-based models, such as DanceGRPO [Xue et al., 2025a]. However, these
approaches are beyond the scope of this paper, and readers may refer to recent RL surveys focused
on vision models for further details [Wu et al., 2025h]. More details about Multimodal RL will
be discussed in § 6.3.

* Multi-Agent RL: Frameworks for agentic RL primarily focus on implementing dynamic workflows
for asynchronous rollouts and training. While most of these frameworks are still limited to single-
agent applications, LLM-based MARL remains an area under active exploration. Zhang et al.
[2025€e] propose the first high-performance, open-source framework for LLM-based multi-agent
reinforced training and inference, enabling centralized interactions and distributed policy training.
In addition, recent frameworks such as Agent-Lightning [Luo et al., 2025e] have implemented
disentanglement of training and inference, making it easier to support multi-agent training. More
details about Multi-Agent RL will be discussed in § 6.4.

6. Applications

Advancements in RL for LLMs are best understood through their practical impact across a variety
of domains. In this section, we review recent progress and challenges associated with applying
RL-trained language models to real-world tasks. We highlight how RL-driven methods have improved
capabilities in coding tasks (§ 6.1), enabled more autonomous and adaptive agentic behaviors (§ 6.2),
and extended LLMs to multimodal reasoning across text, vision, and beyond (§ 6.3). Further, we
discuss applications in multi-agent systems (§ 6.4), robotics (§ 6.5), and medicine (§ 6.6), illustrating
both the broad potential and unique requirements of each area. We provide the overall taxonomy of
applications along with corresponding related works in Figure 6.

6.1. Coding Tasks

Takeaways

* RL has advanced LLMs’ reasoning and code generation in competitive programming and
domain-specific tasks, driving progress toward agentic, closed-loop coding.

* However, scalability, cross-task generalization, and robust automation in large-scale soft-
ware settings remain open challenges.

Recently, numerous studies have demonstrated that RL offers significant advantages in verifiable
tasks. Given the inherent verifiability and practical importance of coding tasks, RL has become
a core approach for improving code reasoning and continues to attract substantial attention. To
systematically review the field, we categorize existing research into three directions: code generation,
software engineering assistance, and agentic coding, based on task complexity and developmental
trend, from simpler verifiable tasks toward more complex, autonomous agentic coding.

Code Generation. The primary objective of this direction is to generate correct and executable
code. Research focuses on using RL to adjust LLM generation distributions to meet the requirements
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Competitive-Code: e.g., Code-R1 [Liu and Zhang, 2025]; Open-R1 [Face,
—( Coding Tasks § 6.1 ]——{ Code Generation 2025]; DeepCoder [Luo et al., 2025b]; AceReason-Nemotron [Chen
et al., 2025s]; SkyWork OR1 [He et al., 2025d]; AReal [Fu et al., 2025b]

Domain-Specific-Code: e.g., Reasoning-SQL [Pourreza et al., 2025]; ReEX-SQL
[Dai et al., 2025b]; CogniSQL-R1-Zero [Gajjar et al., 2025]; Kimina-Prover
[Wang et al., 2025d]; DeepSeek-Prover-v2 [Ren et al., 2025]; StepFun-Prover
[Shang et al., 2025]; Leanabell-Prover-V2 [Ji et al., 2025a]; MedAgentGym [Xu
et al., 2025b]; VeriReason [Wang et al., 2025t]; CodeV-R1 [Zhu et al., 2025g]

Code-Quality-Improvement: e.g., RePaCA [Fuster-Pena et al.,

Software Engineering 2025]; Repair-R1 [Hu et al., 2025a]; CURE [Wang et al.,

2025r]; Afterburner [Du et al., 2025a]; REAL [Yao et al., 2025b]

Repository-Level-Code-Generation: e.g., RLCoder [Wang et al., 2024c]; RepoGenReflex
[Wang et al., 2024a]; SWE-RL [Wei et al., 2025c]; Satori-SWE [Zeng et al., 2025b]

e.g., SWE-RL [Wei et al., 2025c]; Satori-SWE [Zeng et al., 2025b]; Kimi K2
[Team, 2025d]; Qwen3 Coder [Yang et al., 2025a]; GLM4.5 [Zeng et al., 2025a];
— Agentic Coding — ARPO [Dong et al., 2025b]; AutoTIR [Wei et al., 2025b]; CoRT [Li et al.,
2025b]; ToRL [Li et al., 2025s]; FormaRL [Huang et al., 2025d]; MLE-bench
[Chan et al., 2024]; MLE-STAR [Nam et al., 2025]; ML-Agent [Liu et al., 2025f]

e.g., Search-R1 [Jin et al., 2025b]; R1-Searcher [Song et al., 2025a]; DeepResearcher
[Zheng et al., 2025f]; ZeroSearch [Sun et al., 2025a]; SSRL [Fan et al., 2025c]; R1-
Searcher++ [Song et al., 2025b]; 02 _searcher [Mei et al., 2025]; ReZero [Dao and Le,

S & B 2025]; S3 [Jiang et al., 2025d]; WebSailor [Li et al., 2025g]; WebShaper [Tao et al.,
— Agentic Tasks § 6.2 —— Re h P 2025]; WebThinker [Li et al., 20250]; WebGPT [Nakano et al., 2021]; Web-RL [Qi et al.,
searc 2024]; WebAgent-R1 [Wei et al., 2025d]; WebDancer [Wu et al., 2025d]; Kimi-Searcher
[AL, 2025]; Jan-nano [Dao and Vu, 2025]; MicroThinker [Team, 2025e]; Webwatcher
[Geng et al., 2025]; Atom-Searcher [Deng et al., 2025b]; WebExplorer [Liu et al.,
2025i]; SFR-DeepResearch [Nguyen et al., 2025]; MedResearcher-R1 [Yu et al., 2025a]

e.g., U-R1 [Lu et al., 2025g]; GUI-R1 [Luo et al., 2025d]; GUI-Critic-R1 [Wanyan et al.,

2025]; GUI-G1 [Zhou et al., 2025i]; InfiGUI-R1 [Liu et al., 2025e]; GUI-Reflection [Wu

et al., 2025g]; UIShift [Gao et al., 2025b]; ZeroGUI [Yang et al., 2025b]; WEBAGENT-
R1 [Wei et al., 2025d]; ARPO [Lu et al., 2025b]; Computer-RL [Lai et al., 2025]

= GUI & Compute-use ——

e.g., AdLlama [Jiang et al., 2025a]; Shop-R1 [Zhang et al., 2025t];
— Other-tasks — LaviPlan [Oh, 2025]; Drive-R1 [Li et al., 2025u]; OpenTab-
R1 [Qiu, 2025]; TooRL [Qian et al., 2025]; K2 [Team, 2025d]

Image: e.g., Vision-R1 [Huang et al., 2025c]; VLM-R1 [Shen et al.,
2025a]; Taco [Kan et al., 2025]; Visionary-rl [Xia et al., 2025a]; Visual-
RFT [Liu et al., 2025]; Deepeyes [Zheng et al., 2025g]; CoF [Zhang
et al., 2025n]; Ground-rl [Cao et al., 2025]; Grit [Fan et al., 2025d]

X X Video: e.g., Video-R1 [Feng et al., 2025b]; Focused Thinking [Dang et al., 2025];
Applications § 6 —~[ I}Auitméog :;1 ]—«[ M:ilét;sr?:f;iann- VQ-Insight [Zhang et al., 20250]; Ego-R1 [Tian et al., 2025]; Long-RL [Chen
g - g et al., 2025v]; Video-RFT [Wang et al., 2025m]; VideoChat-R1 [Li et al., 2025q]

3D: e.g., MetaSpatial [Pan and Liu, 2025]; Spatial-
MLLM [Wu et al., 2025b]; SpaceR [Ouyang et al., 2025]; 3D-
R1 [Huang et al., 2025b]; R1-Zero-VSI [Liao et al., 2025c]

Image: e.g., DanceGRPO [Xue et al., 2025a]; Flow-GRPO [Liu et al., 2025e]; Qwen-

Multimodal Image [Wu et al., 2025a]; MixGRPO [Li et al., 2025f]; TempFlow-GRPO [He et al.,
Generation 2025g]; SimpleAR [Wang et al., 2025j]; FocusDif [Pan et al., 2025e]; RePrompt [Wu
et al., 2025f]; T2I-R1 [Jiang et al., 2025b]; GoT-R1 [Duan et al., 2025]; ReasonGen-

R1 [Zhang et al., 2025u]; CoRL [Jiang et al., 2025c]; DSR [Hong et al., 2025c]

Video: e.g., DanceGRPO [Xue et al., 2025a]; In-
fIVG [Fang et al., 2025b]; Phys-AR [Lin et al., 2025b]

Multi-Agent e IS e.g., LLaMAC [Zhang et al., 2023a]; CTRL [Xie et al., 2025e]; MAPoRL [Park et al., 2025];
Systems § 6.4 Dase MAGRPO [Liu et al., 2025a]; ReMA [Wan et al., 2025]; JoyAgents-R1 [Han et al., 2025]
3 ] e.g., SimpleVLA-RL [Li et al., 2025e]; VLA-RL [Lu et al., 2025c];
Robotics Tasks § 6.5 D‘;Z;ﬁ“:ﬁii:;m VLA RL Generalization [Liu et al., 2025g]; RIPT-VLA [Tan et al.,
P 2025a]; ConRFT [Chen et al., 2025u]; RLinf [Team, 2025h]
Medical Un-
derstanding

Medical Generation

e.g., Med-U1 [Zhang et al., 20251]; MED-RLVR [Zhang et al., 2025j]; Open-Medical-
R1 [Qiu et al., 2025]; Gazal-R1 [Arora et al., 2025]; ProMed [Ding et al., 2025];
MedVLM-R1 [Pan et al., 2025d]; MedGround-R1 [Xu and Nie, 2025]; ARMed [Liu
et al., 2025d]; MMedAgent-RL [Xia et al., 2025b]; MedGR? [Zhi et al., 2025];

Medical Tasks § 6.6

e.g., FineMedLM-o1l [Yu et al., 2025c]; Med-REFL [Yang et al., 2025i]; DOLA [Nus-
rat, 2025]; LA-CDM [Bani-Harouni, 2025]; PPME [Sun et al., 2025i]; Baichuan-
M1 [Inc., 2025a]; Baichuan-M2 [Inc., 2025b]; MORE-CLEAR [Yooseok Lim, 2025]

Figure 6 | Taxonomy of applications, including research directions and representative works.

49



A Survey of Reinforcement Learning for Large Reasoning Models

of diverse coding tasks. Following the demonstration of RL’s potential for complex reasoning in
DeepSeek-R1, an increasing number of studies have applied RL to code generation.

* Competitive Programming: Competitive programming, one of the earliest benchmarks, has in-
spired studies including Code-R1 [Liu and Zhang, 2025], Open-R1 [Face, 2025], DeepCoder [Luo
et al., 2025b], AceReason-Nemotron [Chen et al., 2025s], SkyWork-OR1 [He et al., 2025d], and
AReal. [Fu et al., 2025b], which replicate DeepSeek-R1 results in code tasks. To address RL train-
ing instabilities and slow inference, DeepCoder [Luo et al., 2025b] and SkyWork OR1 [He et al.,
2025d] adopted staged RL training, progressively increasing the context length to stabilize the
learning process; DeepCoder [Luo et al., 2025b] and AReal. [Fu et al., 2025b] further employed
asynchronous rollouts to decouple training from inference and accelerate learning. To address
the lack of explicit abstract reasoning capabilities in code generation, AR? [Yeh et al., 2025]
framework (Adversarial Reinforcement Learning for Abstract Reasoning) iteratively trains teacher
and student models by RLVR. In addition to attempts at code generation using autoregressive
models, Dream-Coder [Xie et al., 2025f] incorporates the RLVR training paradigm into diffusion
models, achieving faster generation speeds. Regarding cross-task generalization, AceReason-
Nemotron [Chen et al., 2025s] observed a positive transfer effect from mathematical reasoning
tasks to competitive programming.

* Domain-Specific Code: Due to domain-specific differences in code requirements, RL is increas-
ingly applied to specialized tasks. In data retrieval, Reasoning-SQL [Pourreza et al., 2025],
ReEX-SQL [Dai et al., 2025b], and CogniSQL-R1-Zero [Gajjar et al., 2025] applied the GRPO
algorithm to Text-to-SQL tasks, achieving notable performance on corresponding benchmarks.
In formal proofs, Kimina-Prover [Wang et al., 2025d] and DeepSeek-Prover-v2 [Ren et al.,
2025] unified informal and formal proofs by combining natural language with Lean, while
StepFun-Prover [Shang et al., 2025] developed an end-to-end tool-integrated training pipeline,
and Leanabell-Prover-V2 [Ji et al., 2025a] directly optimized reasoning trajectories via multi-
round verifier feedback, further advancing RL’s capabilities in this field. In other domains,
MedAgentGym [Xu et al., 2025b] provided an executable coding environment for large-scale
trajectory generation to improve LLM-based medical reasoning; VeriReason [Wang et al., 2025t] ,
Proof2Silicon [Jha et al., 2025b] and CodeV-R1 [Zhu et al., 2025g] extended RLVR to the field
of electronic design automation (EDA), accelerating LLM-driven hardware design. Additionally,
chart-to-code generation enables agents to process structured or visual inputs and translate them
into executable code, exemplifying cross-modal domain-specific code generation [Chen et al.,
2025e].

Software Engineering. Despite progress in competitive programming and domain-specific tasks,
these studies often fall short of real-world software development environments. Consequently, RL
research also focuses on real-world software engineering, including code repair, quality optimization,
and repository-level generation.

* Code Quality Improvement: Automated code repair and quality improvement enhance software
reliability while preserving functionality. RL significantly improves repair effectiveness and
generalization, enabling models to handle unseen defects. RePaCA [Fuster-Pena et al., 2025]
mitigates APR patch overfitting by guiding LLMs with chain-of-thought reasoning and GRPO-
based fine-tuning, while Repair-R1 [Hu et al., 2025a] jointly optimizes test-case generation and
repair, reducing reliance on post-hoc validation. Beyond bug fixing, RL enhances code efficiency,
maintainability, readability, and security. CURE [Wang et al., 2025r] and UTRL [Lee et al., 2025b]
evolve code and unit tests via encoder-tester interactions without ground-truth supervision, and
Afterburner [Du et al., 2025a] leverages execution feedback, raising Pass@1 from 47% to 62%
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and surpassing human-level efficiency. REAL [Yao et al., 2025b] integrates program analysis and
unit testing as hybrid rewards to improve scalability and quality, achieving high-quality code
generation without human intervention.

* Repository-Level Code Generation: Beyond function- and snippet-level tasks, recent work
explores repository-level code generation and maintenance, emphasizing consistency and main-
tainability across complex cross-file and cross-module dependencies. RLCoder [Wang et al.,
2024c] combines Retrieval-Augmented Generation (RAG) with RL to train a retriever and improve
code completion accuracy. RepoGenReflex [Wang et al., 2024a] further introduces a reflection
mechanism to evaluate generated results and provide feedback, continuously optimizing gen-
eration strategies and improving generalization. By integrating RL with automated testing and
continuous integration, this approach aligns LLM optimization with real-world development
processes, advancing software engineering automation.

6.2. Agentic Tasks

Takeaways

* Agentic RL enables advanced behaviors but faces scalability issues from high computational
costs and long rollout times within environments.

* Asynchronous rollouts and memory agents help reduce latency and manage context, but
further progress relies on better training data.

Tool use is considered a fundamental ability of language models [Schick et al., 2023]. Recent
works leverage RL to help LLMs master tools and complete more complex problems [Dong et al.,
2025a, Team, 2025d]. We group them into Coding Agent, Simple Search Agent, Browser-use
Agent, DeepResearch, GUI & Computer-use Agent, and Other Tasks.

Coding Agent. The integration of RL and agent paradigms has advanced code generation from single-
step outputs to multi-round interactions and autonomous iteration, endowing LLMs with execution
and verification capabilities for closed-loop optimization.

* Code Agents: A common practice is to integrate RL into code agents equipped with execution
and verification capabilities, and evaluate them on realistic benchmarks such as SWE-Bench.
SWE-RL [WEei et al., 2025c] applies GRPO to the patch generation—-execution—correction loop,
enabling continuous policy optimization and improving mathematical reasoning, general code
generation, and cross-domain tasks. EvoScale (Satori-SWE) [Zeng et al., 2025b] allows agents to
autonomously enhance patch quality without external verifiers. RL-enhanced models such as Kimi-
K2 [Team, 2025d], Qwen3-Coder, and GLM-4.5 demonstrate stronger agentic behavior, promoting
greater autonomy and scalability. Sinha et al. [2025] investigate long-horizon execution in LLMs
and demonstrates that improvements in single-step accuracy do not necessarily translate to
successful multi-step task performance due to error accumulation. Du et al. [2025b] introduce
CodeGym, a scalable RL framework that synthesizes multi-turn tool-use environments from
coding problems to enable generalizable LLM agent training. These developments suggest
that combining RL with agentic coding is driving a shift from “single-step generation” toward
“autonomous iteration.”

* Tool-Integrated Reasoning: Another emerging application of RL lies in Tool-Integrated Reasoning
(TIR), which enhances LLMs’ code reasoning capabilities by tightly coupling natural language
reasoning with external tool execution environments. This approach enables models to generate,
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execute, and verify intermediate code or program outputs, reducing errors and improving
verifiability. Representative works such as ARPO [Dong et al., 2025b], AutoTIR [Wei et al.,
2025b], CoRT [Li et al., 2025b], and ToRL [Li et al., 2025s] adopt similar strategies: models
are post-trained with SFT or RL (mainly GRPO or variants), and outputs are structured (e.g.,
<code>...</code>) to trigger tool execution, feeding results back into the reasoning loop. Li et al.
[2025x], Paprunia et al. [2025], Xue et al. [2025b] extend RL-based Tool-Integrated Reasoning
by improving small LLMs’ tool-use capability, stabilizing multi-turn reasoning, and rewarding tool-
use sequences independent of final answers. This tight integration provides explicit RL reward
signals, guiding models to produce logically consistent outputs and iteratively refine them through
verifiable computation. Additionally, autoformalization approaches such as FormaRL [Huang
et al., 2025d] extend TIR to Lean-based formal proof generation by integrating compiler-based
syntax checks and LLM consistency evaluation with minimal labeled data, further improving
reliability and correctness. Tan et al. [2025b] introduce Turn-level Adjudicated Reinforcement
Learning (TARL) to train multimodal agents for tool-integrated reasoning, leveraging a sandbox
environment and mixed-task training curriculum. Tool-R1 [Zhang et al., 2025q] introduces an RL
framework to enable LLMs to perform multi-step tool use with outcome-based reward functions
and dynamic sampling strategies, achieving improved accuracy and robustness on complex tasks.

* Automated ML Programming: RL shows promise in automated machine learning (AutoML),
expanding code agents into ML engineering agents (MLE agents) capable of autonomous data
processing, model building, and optimization. MLE-bench [Chan et al., 2024] evaluates ML
agent capabilities; MLE-STAR [Nam et al., 2025] proposes a search- and optimization-based ML
engineering agent; ML-Agent [Liu et al., 2025f] shows RL-driven autonomous ML engineering.
Yang et al. [2025€e] show that agents powered by relatively smaller models trained with RL can
outperform agents using much larger but static models, especially when enhanced with duration-
aware updates and environment instrumentation to provide finer-grained reward signals.

Simple Search Agent. LLMs can be trained to function as search agents through structured prompting,
multi-turn generation, and integration with either online search engines (e.g., Google) or static local
corpora such as Wikipedia [Jin et al., 2025a,b, Song et al., 2025a]. However, training with online
search engines often incurs substantial API costs, making this approach prohibitively expensive. To
address this challenge, Sun et al. [2025a] propose simulating a search engine during the training of
search-capable LLMs, significantly reducing costs while maintaining or even improving performance.
Other works such as R1-Search++ [Song et al., 2025b] and SEM [Sha et al., 2025] leverage the
internal knowledge of LLMs to reduce training budgets while yielding better performance. Specifically,
SSRL [Fan et al., 2025c] proposes training models in fully-simulated environments that can be
seamlessly adapted to real scenarios through Sim2Real Generalization. Meanwhile, diverse reward
signals can be developed for specific applications. Dao and Le [2025], Mei et al. [2025] employ
diversity rewards to encourage comprehensive yet accurate information gathering. Wang et al. [2025x]
leverage step-level rewards to further enhance the performance of search agents. S3 [Jiang et al.,
2025d] utilizes gains beyond RAG to achieve better performance with fewer data. To enhance LLMs’
capabilities on more challenging queries, such as those in benchmarks like GAIA [Mialon et al., 2023]
and BrowseComp [Wei et al., 2025a], WebSailor [Li et al., 2025g] constructs training data from
knowledge graphs, enabling models to search and browse open web environments to solve obscure
problems. WebShaper [Tao et al., 2025] introduces a formalized data construction framework aimed
at improving general Al assistants’ problem-solving abilities.

Browser-use Agent. Besides using search engines, other browser-user agents leverage web-browsing
as well. WebGPT [Nakano et al., 2021] uses textual web description to train a model to possess the
ability to browse websites. Web-RL [Qi et al., 2024] employs a curriculum strategy along with ORM to
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convert LLMs into web agents. DeepResearcher [Zheng et al., 2025f] leverages another LLM to serve
as a summarizer when browsing to help the search process. Vattikonda et al. [2025] bootstrap to
train a student model using a variety of hyperparameters for stable training and better performance.
WebAgent-R1 [Wei et al., 2025d] proposes a multi-turn asynchronous GRPO to train an end-to-end
web browse agent, achieving strong performance. WebDancer [Wu et al., 2025d] conducts SFT and
RL to enable in-depth information seeking and multi-step reasoning by web searching and browsing.
Besides, other tasks are calling for a web agent, e.g., Academic Browse [Zhou et al., 2025b].

DeepResearch Agent. DeepResearch is introduced for gathering information from various sources
online to help complete real-world problems, e.g., report generation. WebThinker [Li et al., 20250],
trained with iterative DPO, leverages the long-cot abilities of LRMs, using deep web explorer along
with an LLM writer to finish challenging tasks. Kimi-Searcher [AI, 2025] identifies the dilemma of
multi-agent, and automatically constructs intensive tool-use data to end-to-end train a single agent
model, achieving great performance on HLE [Prabhudesai et al., 2025]. Jan-nano [Dao and Vu,
2025] eliminates the need for cold-start or SFT by taking multi-stage RLVR, focusing on tool calling,
answering quality, and extending response length, respectively. MicroThinker [Team, 2025e] uses SFT
and DPO to train Qwen3 [Wu et al., 2025a], enhancing its performance in real-world applications.
Recently, WebWatcher is proposed [Geng et al., 2025] which is a multi-modal deepresearch-model
capable of using external tools and visual information to solve extremely complex problems. Atom-
Searhcer [Deng et al., 2025b] leverages an LRM as a PRM to provide fine-grained reward signals
during training, achieving better performance. ASearcher [Gao et al., 2025a] scales the interaction
turns to more than 10 turns to elicit the reasoning capability of the deep research agent. WebExplorer
[Liu et al., 2025i] employs a model-based data synthesization method to construct high-quality data,
achieving even better performance. SFR-DeepResearch [Nguyen et al., 2025] empowers a single agent
with minimal turns of tool usage, and results in comparable performance with longer trajectories.
Besides general QA tasks, MedResearcher-R1 [Yu et al., 2025a] is proposed to solve clinical questions.

GUI & Computer-use Agent. UI-R1 [Lu et al., 2025g] is the first work to apply rule-based RL to
graphical user interface (GUI) tasks. It introduces a novel rule-based action reward and is optimized
using a small, human-curated training set. Building on this practice, GUI-R1 [Luo et al., 2025d],
GUI-Critic-R1 [Wanyan et al., 2025], and so on [Ai et al., 2025, Du et al., 2025c, Lin et al., 2025a],
carefully design fine-grained rule-based rewards tailored to specific objectives of GUI tasks, such as
action accuracy, argument correctness, and step-level status. GUI-G1 [Zhou et al., 2025i] presents
an empirical analysis of prior methods, identifying issues such as length bias, difficulty bias, and
susceptibility to reward hacking, and reformulates the reward normalization scheme to mitigate these
limitations. Furthermore, recent studies [Gu et al., 2025, Shi et al., 2025c] have attempted to obtain
feedback from online GUI environments to better simulate real-world operating conditions. GUI-
Reflection [Wu et al., 2025g] and UIShift [Gao et al., 2025b] derive binary rewards based on changes
of UI elements to indicate action success or failure. Liu et al. [2025e] propose a two-stage training
paradigm that explicitly enhances planning and reflective reasoning capabilities. ZeroGUI [Yang et al.,
2025b] introduces an automated pipeline for generating challenging tasks and estimates rewards
solely based on online environmental feedback, eliminating the need for human annotation. Different
from the above step-level methods, there is a growing trend towards applying end-to-end asynchronous
RL frameworks to train agents for mobile [Lu et al., 2025b,d, Ye et al., 2025b], and computer [Lai
et al., 2025] use, which optimize the model using only rule-based task-level completion rewards
without requiring step-wise reward signals. UI-TARS [Wang et al., 2025f] learns from mistakes and
adapts to unforeseen situations through iterative training and reflection tuning. To step forward,
UI-TARS 2 [Qin et al., 2025] features enhanced capabilities in GUI, Game, Code and Tool Use with
end-to-end RL. GUI-Cursor [Zhao et al., 2025f] reframes GUI grounding as an interactive search
task using multi-step online RL and dense rewards to improve accuracy in identifying on-screen
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coordinates.

Other Tasks. Beyond search and GUI agents, RL has also been successfully applied to a variety of other
agentic tasks. For example, Jiang et al. [2025a] improve ad copy generation by leveraging historical
performance metrics, such as click-through rates, as reward signals to guide RL-based optimization.
In the e-commerce domain, Shop-R1 [Zhang et al., 2025t] introduces a composite reward function
that combines internal model logits with external hierarchical feedback to better simulate human-like
decision-making in shopping environments. For autonomous driving, LaviPlan [Oh, 2025] aligns
perceptual vision capabilities with context-aware decision-making, enabling more robust navigation
under dynamic conditions. Similarly, Drive-R1 [Li et al., 2025u] is designed to balance reasoning and
planning abilities for complex driving scenarios, improving both strategic and reactive behavior. In
structured data interaction, OpenTab-R1 [Qiu, 2025] employs a two-stage training framework to
enhance LLMs’ proficiency in table-based question answering. Furthermore, general-purpose agentic
models such as those in Qian et al. [2025] and Team [2025d] demonstrate the ability to master
multiple commonly used tools (e.g., calculators, APIs, and databases) to solve diverse real-world tasks,
showcasing the scalability of RL in building versatile, tool-augmented agents.

6.3. Multimodal Tasks

Takeaways

* RL strengthens multimodal models to address challenges such as limited-data settings,
long-video reasoning, and numerically or attribute-sensitive cross-modal generation.

* Exploring unified RL frameworks for understanding and generation is an urgent task.

The success of RL is evident not only in language models, but also in fostering notable progress in
multimodal tasks. Specific optimization has been developed to enhance capabilities such as spatial
perception [Chen et al., 2025x, Su et al., 2025e] and cross-modal controllability [Chen et al., 2025w,
Wu et al., 2025h]. In the following, we discuss RL applications in multimodal tasks in terms of
understanding and generation.

Multimodal Understanding. Compared to the language scenario, multimodal understanding de-
mands powerful spatial perception and semantic alignment cross-modalities. Recently, a surge
of research has employed RL to enhance reasoning ability across images, videos, and 3D spaces,
demonstrating significant improvements in understanding capability.

* RL in Image Understanding: Vision-R1 [Huang et al., 2025c], VLM-R1 [Shen et al., 2025a],
and Visual-RFT [Liu et al., 2025] represent the first attempt to extend the DeepSeek-R1 styled
RFT from math and code domains to multimodal perception tasks. These methods mark a shift
in training paradigm: moving from data scaling in SFT toward the strategic design of verifiable
reward functions tailored to task-specific objectives. They achieve strong performance on several
detection and grounding benchmarks, demonstrating the advanced generalization ability of
Reinforced Fine-Tuning (RFT) even with limited training data. Subsequently, several visual
reasoning models [Kan et al., 2025, Xia et al., 2025a] adopt a similar thinking-answer format
in an attempt to learn through trial and error. These methods enhance reasoning abilities via
outcome-reward-driven optimization, eliminating the need for costly step-wise supervision or
CoT training data. Recently, Deepeyes [Zheng et al., 2025g], CoF [Zhang et al., 2025n], and
others [Cao et al., 2025, Fan et al., 2025d, Su et al., 2025a] have extended beyond pure text-based
CoT to explicit multimodal-interleaved reasoning chains. These methods attempt to iteratively
identify regions of interest in images using off-the-shelf tools [Su et al., 2025d] or image generation
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models [Xu et al., 2025e], achieving more interpretable reasoning processes. Other methods [Chu
et al., 2025b, Chung et al., 2025] implement implicit multimodal-interleaved COT by copying
and routing visual tokens during the reasoning stage, which mitigates hallucinations in long
text-based CoT. Xing et al. [2025] introduce CapRL, a framework using RLVR to enhance image
captioning quality by deriving rewards from the accuracy of language models answering questions
based on captions. Ling et al. [2025] propose a reinforced multimodal language model framework
using a dual-reward strategy to improve the fidelity and quality of LaTeX code generation from
table images. Chen et al. [2025r] introduce a two-stage RL framework to jointly enhance the
visual perception and reasoning capabilities of vision-language models (VLMs). Despite the
remarkable success, several challenges remain to be addressed: 1) Inconsistent reasoning and
answering: The thinking generated by the model fails to map to the final answer. 2) Long-chain
exploration collapse: As the response length increases, the model becomes fragile and prone
to generating hallucinations. 3) Sensitivity to data quality: RL sample selection is crucial, as
low-quality training data may lead to suboptimal performance or even negative optimization.

* RL in Video Understanding: Extending video understanding capacity to interpret and reason
over dynamic visual content is essential for multimodal understanding. To achieve this goal,
Video-R1 [Feng et al., 2025b] introduces a systematic RL framework for video Multimodal Large
Language Models (MLLMs), using a temporal-aware GPRO algorithm (T-GRPO) to improve spatial-
temporal reasoning. ReAd-R [Long et al., 2025] proposes a framework optimized via rule-based RL
to simulate human heuristic thinking for ad video understanding. Focused Thinking [Dang et al.,
2025] employs a token-weighted reward scheme that trims verbose, generic chains-of-thought and
uses graded (partial-credit) rewards to enhance video reasoning. VQ-Insight [Zhang et al., 20250]
designs hierarchical rewards with general task-specific temporal learning tailored QA process over
long videos. To understand human daily lives from a first-person perspective, Ego-R1 [Tian et al.,
2025] trains a chain-of-tool-thought agent via RL to tackle ultra-long egocentric videos (days
or weeks in length) by dynamically invoking retrieval and vision tools for stepwise reasoning.
Likewise, LongVILA [Chen et al., 2025v]’s Long-RL framework builds a large LongVideo-Reason
dataset and a specialized two-stage CoT-SFT and RL pipeline with sequence parallelism, enabling
MLLMs to process ultra-long videos. To automate more video CoT data creation, VideoRFT [Wang
et al., 2025m] uses an LLM to generate initial rationales from rich video descriptors with a VLM
refinement and introduces a semantic consistency reward to align textual reasoning with visual
evidence. Meanwhile, VideoChat-R1 [Li et al., 2025q] demonstrates that targeted multi-task
RL fine-tuning can markedly enhance specific spatio-temporal skills without degrading general
chat performance. Collectively, these studies pave the way for the development of robust and
generalizable video reasoning through RL.

* RL in 3D Understanding: While MLLMs have made significant progress in 2D visual understand-
ing through RL, extending their ability to visual-spatial understanding in 3D space remains a
challenging frontier [Wu et al., 2025b, Yang et al., 2025c]. MetaSpatial [Pan and Liu, 2025] em-
ploys a multi-turn RL-based optimization mechanism that integrates physics-aware constraints to
enhance spatial reasoning in MLLMs. Building upon GRPO [Shao et al., 2024], Spatial-MLLM [Wu
et al., 2025b] and SpaceR [Ouyang et al., 2025] demonstrate that even small-scale models can
close the performance gap with much larger counterparts through R1-Zero-like training [Liao
et al., 2025c]. Further, RoboRefer [Zhou et al., 2025a] expand RL-based spatial reasoning to
embodied settings to ground reasoning in real-world dynamics.

Multimodal Generation. The exploration of RL in LLMs has also been extended to multimodal
generation. Pioneering researches on test-time scaling [Liu et al., 2025c, Ma et al., 2025b, Singhal
et al., 2025] and DPO [Black et al., 2024b, Liang et al., 2025d, Liu et al., 2025b, Tong et al., 2025a,
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Wallace et al., 2024] have driven significant progress in aesthetic and text fidelity in image and video
generation. Recently, increasing attention has been devoted to enhance reasoning capabilities in
image and video generation [Guo et al., 2025f, Jiang et al., 2025b].

* RL in Image Generation: Diffusion models have substantially advanced visual generation [Esser
et al., 2024, Liu et al., 2023b, Rombach et al., 2022], and a growing body of research incorporates
RL to implicitly perform reasoning by treating the denoising steps as the CoT trajectory [Liu et al.,
2025e, Pan et al., 2025b, Xue et al., 2025a]. However, GRPO exhibits an inherent conflict between
ordinary differential equation (ODE) sampling in diffusion models. Specifically, GRPO relies
on stochastic sampling to estimate advantage, whereas ODE sampling follows a deterministic
denoising trajectory, which limits the diversity of rollout samples. To address this issue, an
ODE-to-SDE conversion is employed [Liu et al., 2025e, Wu et al., 2025a, Xue et al., 2025a]
to encourage the stochastic term in the sampling process. Considering the inefficiency of SDE,
MixGRPO [Li et al., 2025f] designs mixed sampling strategies through the integration of SDE and
ODE. In addition, TempFlow-GRPO [He et al., 2025g] explicitly exploits the temporal structure in
the flow-based model, enabling more precise credit assignment and policy optimization. Recently,
GPT-40 has demonstrated powerful text fidelity and editing consistency [OpenAl, 2024], sparking
interest in the controllability of autoregressive models. Building on large-scale image-text
training data, SimpleAR [Wang et al., 2025j] directly applies GRPO for post-training and achieves
remarkable performance in high-resolution image generation. To strengthen adherence to fine-
grained attributes such as spatial relations and numerical consistency, FocusDiff [Pan et al., 2025e]
constructs paired datasets that differ only in subtle attribute variations and uses them to train
the generation model. Furthermore, RePrompt [Wu et al., 2025f] incorporates an additional
multimodal understanding model into the image generation framework and trains it with GRPO
to refine prompts. Meanwhile, T2I-R1 [Jiang et al., 2025b], GoT-R1 [Duan et al., 2025], and
ReasonGen-R1 [Zhang et al., 2025u] unify prompt refinement and image generation within a
single model, leveraging GRPO for joint optimization.

* RL in Video Generation: Compared to image generation, extending RL to video generation poses
greater challenges in terms of temporal coherence and physical realism. DanceGRPO [Xue et al.,
2025a] conducts post-training on HunyuanVideo [Kong et al., 2024], and uses VideoAlign [Liu
et al., 2025f] to provide rewards based on video aesthetics, motion quality, and text-video
consistency. Furthermore, InfLVG [Fang et al., 2025b] employs GRPO to guide token selection
according to contextual relevance, thereby enabling semantically consistent and temporally
coherent long video generation. In addition, Phys-AR [Lin et al., 2025b] introduces velocity and
mass as verifiable rewards for ball motion scenario, substantially enhancing the physical realism
of video generation.

Currently, several ULM models employ a unified framework to optimize multimodal understanding
and generation simultaneously. To this end, bidirectional [Jiang et al., 2025c] and dual [Hong et al.,
2025c] rewards from text to image and from image to text are proposed to enhance both the generation
and understanding capabilities. For multimodal understanding, Deepeyes and CoF have attempted to
employ generative models or external tools to realize multimodal CoT. For multimodal generation,
using refined text as the CoT also relies on the multimodal understanding capability. Therefore,
exploring unified post-training methods for multimodal understanding and generation is an urgent
task for future research. From the perspective of specific-domain, code generation can serve as a
bridge between text and image generation. The application of RL to facilitate models to reason
over complex charts and produce structured code for domain-specific image generation [Chen et al.,
2025e,f, Tan et al., 2025c] is a promising application.
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6.4. Multi-Agent Systems

Takeaways

e It is important to improve collaboration, reasoning, and credit assignment in Multi-Agent
Systems (MAS), enabling more stable and effective teamwork on complex tasks.

* Key challenges remain in developing efficient collaboration and interaction mechanisms
to fully unlock collective capabilities and further raise agent performance.

Currently, most of the research on RL for LLM-based reasoning predominantly centers on single
models, whereas applying RL to MAS has emerged as a prominent and frontier research direction.
This section begins with an overview of the fundamental concepts of traditional RL. and Multi-Agent
RL (MARL), highlighting their primary challenges. Furthermore, the section discusses innovative
applications of LLMs in MARL, emphasizing their advantages in information sharing and credit
assignment. Finally, recent advances in MAS integrating RL with LLMs are examined, with a focus on
how RL can be exploited to enhance collaboration and policy optimization among agents, thereby
promoting the development of multi-agent reasoning capabilities.

Traditional MARL. In recent years, as a complex distributed intelligent system, MAS have attracted
widespread attention in the field of RL [Dorri et al., 2018]. Traditional MARL [Busoniu et al., 2008]
primarily focuses on the interactions and joint learning of multiple agents within a shared environment
to achieve global objectives. The main challenges in conventional MARL include the complexity of
credit assignment, the nonstationarity of the environment, and the efficiency of communication and
cooperation among agents [Canese et al., 2021]. To address these issues, researchers propose a
centralized training with decentralized execution (CTDE) paradigm [Lowe et al., 2017], in which
agents share global information for policy optimization during the training phase, while decision-
making during execution relies solely on local observations. Based on the CTDE paradigm, researchers
introduce value-based methods (such as VDN [Sunehag et al., 2017] and QMIX [Rashid et al., 2020]),
policy gradient-based methods (such as MADDPG [Lowe et al., 2017]), and actor-critic methods
(such as COMA [Foerster et al., 2018]). Moreover, as PPO is considered to be SOTA in traditional RL,
MAPPO has also been shown to have surprising effects in some simple collaborative tasks [Yu et al.,
2022]. However, as the number of agents increases and the task complexity rises, traditional MARL
methods face significant challenges in terms of sample efficiency and scalability. To address this issue,
scholars have considered replacing current agent with neighboring agents in the interaction with all
agents (such as MF-MARL [Yang et al., 2018]), which effectively alleviates the dimensionality curse
caused by the increase in the number of agents in MARL. However, it still cannot be efficiently applied
to complex task scenarios that require multiple agents to collaborate simultaneously.

LLM for MARL. The rapid development of LLMs has demonstrated tremendous potential in addressing
challenges within MARL. Leveraging their powerful natural language understanding and generation
capabilities, LLMs can provide effective information-sharing mechanisms in MAS. For instance, in
credit assignment problems of MARL, researchers utilize LLMs to design intuitive reward allocation
mechanisms, thereby enhancing the accuracy and interpretability of credit assignment. Zhang et al.
[2023b] significantly improve multi-agent collaboration efficiency in sparse reward scenarios by
enabling the LLMs to infer each agent’s intention in real time and generate the next cooperative plan.
Ding et al. [2023] leverage LLMs to parse natural language task descriptions into executable entity-
level sub-goals, thereby achieving reward shaping and policy sharing, which effectively alleviates the
credit assignment problem in MARL. Li et al. [2023a] utilize the LLM’s “theory of mind” capability,
allowing agents to generate linguistic beliefs about teammates’ potential strategies, thus enabling
more accurate decision-making in multi-agent coordination.
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RL for LLM-based MAS. In the context of integrating RL with LLMs, research on MAS based on
LLMs has gradually become a hotspot. Related studies primarily focus on how to fully leverage the
language understanding and generation capabilities of LLMs, while utilizing RL to achieve efficient
collaboration and policy optimization among multiple agents. Frameworks such as LLaMAC and
CTRL integrate LLMs with the actor-critic architecture. LLaMAC [Zhang et al., 2023a] employs a
centralized LLM-Critic to provide natural language-based value feedback to multiple LLM-Actors,
thereby facilitating collaborative learning among multiple agents. CTRL [Xie et al., 2025e¢] trains
LLMs to “self-criticize” by using synthetic data, and iteratively refines model outputs through RL
(such as GRPO), which can improve test-time performance without the need for human annotation.

In large-scale multi-agent collaboration scenarios, MAPoRL [Park et al., 2025] promotes efficient
and transferable collaboration in multi-turn tasks by jointly training multiple LLMs and introducing
reasoning-aware rewards. MAGRPO [Liu et al., 2025a] models LLM collaboration as a cooperative
multi-agent RL problem, which proposes a group-level relative policy optimization mechanism that
significantly enhances the quality of multi-turn joint outputs in tasks such as writing and code
generation. ReMA [Wan et al., 2025] introduces dual LLM structure of high-level agent and low-level
agent, which achieves synergistic enhancement of meta-thinking and reasoning abilities through
alternating freezing and updating of policies. JoyAgents-R1 [Han et al., 2025] designs a joint
evolutionary training process, facilitating both diversity and consistency within heterogeneous LLM
teams in open-domain question answering tasks through alternating global experience replay and
individual PPO updates. AlphaEvolve [Novikov et al., 2025] designs an evolutionary optimization
mechanism to coordinate multi-LLM collaboration. By directly modifying code and continuously
receiving evaluation feedback, the MAS enhances the capability to handle complex coding tasks.
AutoAgents [Chen et al., 2023a] significantly enhance the adaptability and problem-solving capabilities
of MAS in complex tasks by dynamically generating specialized agents tailored to task requirements
and incorporating an observer role for reflection and improvement.

6.5. Robotics Tasks

Takeaways

* RL addresses data scarcity and generalization challenges in robotics by adapting LLM-style
approaches to Vision-Language-Action (VLA) models.

* Allowing VLAs to learn from environment interaction and simple rewards, recent RL
methods (e.g., GRPO, RLOO, PPO) achieve superior performance and novel behaviors with
minimal supervision.

RL in Robotics Tasks. RL has been extensively applied in robotics, primarily focusing on three domains:
robot control, Vision-and-Language Navigation (VLN), and robotic manipulation tasks. Traditional RL
research in robot control has reached maturity with widespread applications, like action generation
with human-like robots [Peng et al., 2018], robust quadruped locomotion execution [Hwangbo
et al., 2019] and dexterous hand manipulation [Chen et al., 2023b]. Similarly, VLN tasks have seen
significant progress [Anderson et al., 2018, Wang et al., 2018, 2019]. However, these domains differ
substantially from LLM-based RL in terms of model architecture, scale, task types, reward function
design, optimization objectives, and algorithmic approaches, and thus fall outside the scope of this
survey.

Robotic manipulation tasks, enabling robots to solve diverse manipulation problems in real-
world environments, represent the most challenging and fundamental aspect of embodied intelli-
gence [Firoozi et al., 2025]. These tasks demand not only a comprehensive understanding of visual
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and textual information and fine-grained motor control, but also physical reasoning, long-horizon
planning, and logical inference capabilities. Leveraging the remarkable text and vision processing
capabilities of LLMs and VLMs, several studies have explored using these models as core components
combined with action modules for manipulation tasks, such as RobotBrain [Ji et al., 2025b] and
RT-2 [Zitkovich et al., 2023].

Vision-Language-Action Models. Recently, Vision-Language-Action (VLA) models, which integrate
VLM backbones with action modules through unified end-to-end training, have emerged as the most
promising solution and become the mainstream approach for robotic manipulation [Zhong et al.,
2025]. Current VLA models follow a two-stage paradigm [Sapkota et al., 2025]: pretraining on
multimodal data (e.g., Open X-Embodiment [O’Neill et al., 2024]) followed by supervised fine-tuning
on teleoperated robot trajectories. However, this imitation learning paradigm suffers from critical
limitations: its performance heavily depends on high-quality trajectory data that is expensive and
inefficient to collect, and the resulting models exhibit poor generalization to unseen scenarios. Given
the architectural, scale, and methodological similarities between VLAs and LLMs [Zhong et al., 2025],
adapting LLM-style RL approaches to VLA training presents a promising direction for addressing data
scarcity and generalization challenges.

Applying DeepSeek-R1’s RL methodology to VLAs requires addressing several challenges: 1) Unlike
LLMs that complete tasks in a single round, VLAs require multi-round environment interactions to
generate complete trajectories; 2) VLAs operate in continuous action spaces; 3) Traditional RL methods
rely on hand-crafted process rewards, limiting scalability. Recent works including SimpleVLA-RL [Li
et al., 2025e], VLA-RL [Lu et al., 2025c], VLA RL Generalization [Liu et al., 2025g], RIPT-VLA [Tan
et al., 2025a], and ConRFT [Chen et al., 2025u] have pioneered the application of DeepSeek-R1’s
methodology to VLA training.

SimpleVLA-RL [Li et al., 2025e] enables VLLA models to interact with environments to rollout
diverse complete trajectories, employing binary success/failure rewards as supervision signals and
training OpenVLA-OFT [Kim et al., 2025] using the GRPO algorithm. With just a single demonstration
trajectory, this RL approach surpasses state-of-the-art VLA models like x( [Black et al., 2024a] on
LIBERO and RobotWin2.0 benchmarks, achieving SOTA performance and outperforming advanced
RDT models in real-robot experiments. In addition, as an upgraded version of g, 7o 5 [Intelligence
et al., 2025] uses multimodal robot data from different scenarios and sources for heterogeneous
training, allowing VLA to provide a new milestone in generalizable real-world robot operation tasks.
Similar to DeepSeek-R1’s “aha moments”, RL-trained VLAs also discover novel behavioral patterns.
VLA RL Generalization [Liu et al., 2025g] investigates RL’s impact on VLA generalization capabilities,
demonstrating significant improvements over SFT in unseen environments, objects, and textures, while
comparing GRPO and PPO effectiveness. RIPT-VLA [Tan et al., 2025a] employs RLOO [Ahmadian
et al., 2024] for VLA RL training. RLinf [Team, 2025h] designed a flexible, scalable RL framework
for VLA RL that unifies rendering, inference, and training, improving both VLA training efficiency
and performance. ConRFT [Chen et al., 2025u] iteratively trains VLAs through alternating RL and
SFT rounds, progressively enhancing performance through multiple iterations. Ghasemipour et al.
[2025] introduce a two-stage approach combining supervised fine-tuning and RL to enhance robotics
foundation models for autonomous skill acquisition and improved policy success rates.

The data efficiency, improved generalization, and minimal supervision requirements of RL effec-
tively address VLA’s current challenges of data scarcity and poor generalization. By allowing VLAs to
autonomously explore and learn from trial-and-error with only outcome supervision, this approach
dramatically reduces implementation costs compared to complex and expensive teleoperation data
collection. Moreover, RL’s data efficiency eliminates the need for large-scale expensive trajectory
datasets, enabling scalable VLA post-training capabilities.
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However, current VLA RL research remains primarily simulation-based. While SimpleVLA-RL [Li
et al., 2025e] achieved real-world deployment through Sim2Real transfer [Chen et al., 20250], few
works have yet deployed physical robots to collect real-world trajectories for RL. In addition, research
on VLA RL is also limited by the current development of RL in robotics, including but not limited to
sample efficiency, reward sparsity, and sim2real. Key challenges include autonomous sampling on
physical robots requiring multiple devices for efficiency, continuous manual resetting and annotation.

6.6. Medical Tasks

Takeaways

* RL for medical LLMs faces distinct challenges: verifiable tasks allow stable reward design,
while non-verifiable tasks make reward definition difficult.

* Verifiable tasks use SFT+RL with rule-based rewards; non-verifiable tasks leverage DPO,
rubrics, curriculum RL, or offline RL, though scalability and stability remain open issues.

RL optimizations in medical LLMs typically aim to enhance reasoning and generalization ability,
often adopting a two-stage pipeline of SFT followed by RL. Existing works can be broadly categorized
into verifiable problems with rule-based rewards, and non-verifiable problems with generative
or rubric-based rewards.

Medical Understanding. These tasks, such as multiple-choice QA, structured prediction, clinical
coding, or visual grounding, allow the use of deterministic rewards, making them the most mature
field for RL in medical LLMs. The typical paradigm is a two-stage pipeline of SFT followed by RL, where
algorithms such as GRPO optimize models directly against correctness-based signals. For example,
HuatuoGPT-o01 [Chen et al., 2024a] enhances reasoning ability by synthesizing reliable reasoning
trajectory data with a medical verifier and training the model with SFT and RL. Med-U1 [Zhang et al.,
20251] employs mixed binary correctness rewards with length penalties to ensure both accuracy
and format compliance, while MED-RLVR [Zhang et al., 2025j] applies verifiable rewards to MCQA,
improving OOD generalization. Open-Medical-R1 [Qiu et al., 2025] demonstrates that careful data
filtering improves the efficiency of RL. Gazal-R1 [Arora et al., 2025] designs a multi-component
reward system that refines accuracy, format adherence, and reasoning quality through GRPO for
enhanced medical reasoning. ProMed [Ding et al., 2025] shifts medical LLMs from reactive to
proactive paradigms, where LLMs can ask clinically valuable questions before decision-making, using
Shapley Information Gain rewards during MCTS-guided trajectory exploration and RL. MedGR? [Zhi
et al., 2025] introduces a generative reward learning framework that creates a self-improving virtuous
cycle, co-developing a data generator and reward model to enable automated creation of high-quality
multimodal medical data for both SFT and RL training.

Beyond textual QA, recent models extend rule-based rewards to vision and multi-modal tasks.
MedVLM-R1 [Pan et al., 2025d] employs an RL framework that incentivizes the model to discover
human-interpretable reasoning paths without using any reasoning references through format and
accuracy rewards. MedGround-R1 [Xu and Nie, 2025] introduces spatial-semantic rewards, which
combine spatial accuracy reward and semantic consistency reward, for the medical imaging grounding
task. ARMed [Liu et al., 2025d] addresses reward collapse in open-ended medical VQA through
adaptive semantic rewards that dynamically adjust the semantic reward during training based on
historical reward distributions. Liu et al. [2025]j] leverage rule-based format and matching rewards to
guide structured JSON generation for medical visual information extraction with only 100 annotated
samples. MMedAgent-RL [Xia et al., 2025b] is an RL-based multi-agent framework that enables
dynamic and optimized collaboration among medical agents. MedGemma [Sellergren et al., 2025]
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was post-trained with RL and is further evaluated on MedXpertQA [Zuo et al., 2025a], which is an
expert-level medical multi-choice benchmark and includes a subset for assessing reasoning models.

For other clinical applications, DRG-Sapphire [Wang, 2025] applies GRPO with rule-based rewards
to diagnosis-related grouping. EHRMIND [Lin and Wu, 2025] combines SFT warmup and RL VR
for complex clinical reasoning tasks using electronic health records (EHR) data, including medical
calculations, patient trial matching, and disease diagnosis. ChestX-Reasoner [Fan et al., 2025¢]
incorporates process rewards from clinical reports to train the model to emulate radiologists’ step-
by-step reasoning. CX-Mind [Li et al., 2025m] employs SFT and RL with format, result, and process
rewards to train interleaved reasoning for chest X-ray diagnostics. To enable benchmarking of code-
based medical reasoning, MedAgentGym [Xu et al., 2025b] presents a benchmark for code generation
of medical agents, and demonstrates that RL can improve this reasoning ability. Fleming-R1 [Liu
et al., 2025b] leverages a reasoning-oriented data strategy, structured initialization, and RLVR to
achieve expert-level clinical reasoning.

Medical Generation. These tasks include radiology report generation [Jing et al., 2025], multi-
turn clinical dialogue [Bani-Harouni, 2025], treatment planning [Nusrat, 2025], and diagnostic
narratives [Yooseok Lim, 2025], which lack unique ground-truth answers. As such, rule-based rewards
are not directly applicable. While DPO has been applied to improve medical LLMs on preference-
aligned generation tasks [Yang et al., 2025i, Yu et al., 2025c], large-scale RL on non-verifiable tasks
is emerging but remains relatively underexplored. For example, DOLA [Nusrat, 2025] integrates
LLM agents with a commercial treatment planning system, incorporating a reward function that
guides the trade-offs between target coverage and organ at risk sparing for optimized treatment plan
generation. LA-CDM [Bani-Harouni, 2025] proposes a two-agent structure trained via a hybrid training
paradigm which combined supervised fine-tuning with RL to balance diagnostic accuracy, uncertainty
calibration, and decision efficiency. In diagnostic dialogue, PPME [Sun et al., 2025i] develops a
plug-and-play framework using large-scale EMRs and hybrid training to enhance LLM interactive
diagnostic capabilities through specialized inquiry and diagnosis models. In clinical decision support,
MORE-CLEAR [Yooseok Lim, 2025] applies multi-modal offline RL to sepsis treatment policies,
improving survival-predictive decision-making in MIMIC-III/IV. For radiology report generation,
BoxMed-RL [Jing et al., 2025] leverages RL in its pretraining phase, using a format reward and
an Intersection-over-Union (IoU) reward to ensure that the generated reports correspond to pixel-
level anatomical evidence. Baichuan-M1 [Inc., 2025a] employs a three-stage RL approach: ELO
(Exploratory Log-likelihood Optimization) to enhance chain-of-thought reasoning diversity, TDPO
(Token-Level Direct Preference Optimization) to address length-dependent constraints, and finally
PPO with reward model feedback for policy refinement. Baichuan-M2 [Inc., 2025b] introduces a novel
dynamic verification framework that moves beyond static answer verifiers, establishing a large-scale,
high-fidelity interactive reinforcement learning system with a Patient Simulator and Clinical Rubrics
Generator for realistic clinical environments.

Overall, RL in medical LLMs is well established for verifiable problems, where deterministic
correctness allows for rule-based rewards and stable GRPO training. In contrast, generation-oriented
tasks remain challenging: current solutions adopt rubric-based rewards, curriculum transfer, or offline
RL to approximate quality signals. The scarcity of scalable RL on non-verifiable tasks highlights a
critical future direction for building trustworthy, reasoning-capable medical foundation models.

7. Future Directions

While RL for LLMs has made remarkable strides, many fundamental challenges and opportunities
lie ahead. This section outlines several promising directions that are poised to shape the next wave
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of advances in the field. We highlight the importance of continual RL for adapting to evolving data
and tasks (§ 7.1), memory-based and model-based RL for enhancing reasoning capabilities (§ 7.2
and § 7.3), and emerging approaches for teaching LLMs both efficient and latent-space reasoning
(§ 7.4 and § 7.5). We also discuss frontiers in leveraging RL during pre-training (§ 7.6), applying RL
to diffusion-based architectures (§ 7.7), and driving scientific discovery (§ 7.8). Finally, we consider
the challenges and prospects of architecture-algorithms co-design to meet the demands of ever-larger
and high-efficiency intelligent models (§ 7.9). By surveying these directions, we aim to provide both
a roadmap and inspiration for future research in RL for LLMs.

7.1. Continual RL for LLMs

To enhance the multi-domain performance of LLMs during RL-based post-training, the mainstream
approach is to mix data from different tasks and train in a unified manner [Guo et al., 2025a, Yang
et al., 2025a]. On synthetic data [Chen et al., 2025d, Liu et al., 2025h], Multi-stage RL has been
shown to perform worse than training with mixed data, and even curriculum learning with increasing
difficulty may not be necessary in RL [Xie et al., 2025c]. However, Chen et al. [2025d] suggest that
multi-stage RL across different tasks has advantages in generalizing to difficult or unseen problems.
Despite these ongoing debates of multi-stage RL’s effectiveness, as the field advances toward building
Al systems that must adapt to evolving data and tasks in dynamic environments, it becomes necessary
to explore Continual Reinforcement Learning (CRL) for LLMs.

Similar to traditional CRL, LLMs face the fundamental challenge of balancing stability and
plasticity during multi-stage RL training [Pan et al., 2025a]. Plasticity may be particularly concerning
for LLMs, as widely used deep learning techniques can cause large models to perform no better than
shallow networks in continual learning settings [Dohare et al., 2024]. Another challenge of CRL for
LLMs lies in the entangled nature of knowledge and reasoning in LLMs, which distinguishes from
traditional RL settings where tasks can be discretely defined and policies can be modularly organized,
such as in game-like environments [Chevalier-Boisvert et al., 2023, Towers et al., 2024] or embodied
scenarios [Todorov et al., 2012, Wotczyk et al., 2021].

Existing methodological frameworks from traditional CRL research provide a promising foundation
for addressing LLM-specific requirements. Core methodological insights from traditional CRL research,
including Experience Replay [Berseth et al., 2021, Li et al., 2021, Rolnick et al., 2019], Policy Reuse
[Garcia and Thomas, 2019, Gaya et al., 2022], and Reward Shaping [Jiang et al., 2021, Zheng
et al., 2022]. It remains a valuable research direction for developing CRL frameworks tailored to
LRMs. The development of specialized CRL techniques for LLMs or LRMs will be crucial for creating
more adaptive and efficient Al systems capable of lifelong learning and operating in dynamic and
ever-changing environments.

7.2. Memory-based RL for LLMs

Although many works in agentic RL have explored memory mechanisms, ranging from external
long-term storage and insertion [Chhikara et al., 2025, Xu et al., 2025d, Zhong et al., 2024] to
internal memory processing and working-memory control [Yu et al., 2025b, Zhou et al., 2025k], most
designs remain tailored to the current task with limited generalization beyond it. As Silver and Sutton
[2025] emphasize, the next generation of intelligent agents will learn primarily from experience,
acquiring skills through continual interaction. In this spirit, a key direction is to transform agent
memory from task-specific buffers into experience repositories that are structured, reusable, and
transferable across diverse tasks, allowing memory to evolve into a foundation for broader adaptability
and lifelong learning. Such an experience-centric view also aligns naturally with RL, since the data
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generated from the interactions between an agent and its environment provides rich experiential
traces that can be utilized effectively. Moreover, although recent works have explored maintaining a
shared pool of experiences to retrieve relevant strategies from past histories and adapt other agents’
experiences to new task scenarios [Tang et al., 2025], this direction remains underexplored. A core
challenge here is enabling agents, through RL, to automatically learn how to operate and manage
memory, composing and generalizing experiential knowledge across tasks. Addressing this challenge
is essential for moving toward an “experience era” where collective interaction traces become a
foundation for broader agent intelligence.

7.3. Model-based RL for LLMs

A core challenge in RL lies in obtaining scalable and robust reward signals as well as meaningful
state representations from the environment. Prior work has investigated the construction of world
models [Luo et al., 2024, Moerland et al., 2023] to supply informative states for RL agents, and more
recently, LLMs have been adopted as world models in various RL contexts [Benechehab et al., 2024,
Gu et al., 2024, Hu and Shu, 2023]. In the case of RL with LLMs, especially for language agents, the
ability to construct world models that accurately capture environmental states and generate reliable
rewards is critical. Recent advances show that generative world models, including those enhanced by
video pre-training [Assran et al., 2025, Ball et al., 2025, Bruce et al., 2024], are both practical and
effective. Nevertheless, seamlessly integrating world models with RL for LLM-based agents remains an
open research problem. As such, model-based RL with LLMs is emerging as a particularly promising
and scalable direction for future research.

7.4. Teaching LRMs Efficient Reasoning

Inference-time scaling has improved the accuracy of LRMs on difficult tasks, but it also introduces
systematic over-thinking (needlessly long reasoning chains for easy instances) [Chen et al., 2024b, Qu
et al., 2025a, Sui et al., 2025, Yan et al., 2025b] and, under aggressive truncation, under-thinking
(premature halting and reliance on brittle shortcuts) [Su et al., 2025b, Wang et al., 2025u]. A central
challenge for RL-for-LLMs is to develop compute-allocation policies that adapt the depth and halting of
reasoning to instance difficulty and epistemic uncertainty. Current research has explored hard-coded
reasoning levels in prompts [Agarwal et al., 2025a, Wen et al., 2025a, Zhu et al., 2025h], adaptive
length-based reward shaping [Liu et al., 2025b, Yuan et al., 2025a], and the use of length penalties
in the loss function [Aggarwal and Welleck, 2025, Xiang et al., 2025].

However, generalizing these approaches into a principled cost-performance trade-off remains an
open question [Gan et al., 2025]. Teaching LRMs to be resource-rational, to reason longer only when
the marginal utility justifies it, remains a central, unsolved problem for RL in language reasoning.

7.5. Teaching LLMs Latent Space Reasoning

CoT [Wei et al., 2022] encourages step-by-step reasoning by prompting models to articulate interme-
diate steps, improving both interpretability and accuracy. Recent research has combined CoT and RL
to further improve reasoning quality, which samples long-form thought before answering for modeling
training [Guo et al., 2025a]. However, current implementations often rely on token-level sampling
[Cui et al., 2025a, Ouyang et al., 2022, Rafailov et al., 2023] in a discrete scalar space, which can act
as a bottleneck as the lost of meaningful semantic information in continuous space [Hua et al., 2024].
A recently proposed method, named Latent Space Reasoning (LSR) [Arriola et al., 2025, Geiping
et al., 2025, Hao et al., 2024], may be more friendly for RL optimization. LSR operates reasoning in
the continuous latent space of LLMs, facilitating more nuanced and fluid semantic reasoning. This
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characteristic contributes to smoother learning dynamics and a better integration with RL techniques.
The combination of RL and LSR holds significant potential for the development of more powerful
and adaptable reasoning models in the future. However, assessing the quality of continuous latent
thought is more challenging than evaluating token-based thought. This will complicate the provision
of accurate supervisory signals, such as rewards and advantages, which will become an open challenge
against the combination of LSR and RL.

7.6. RL for LLMs Pre-training

Traditional pre-training relies on large text corpora and next-token prediction, and scaling this
paradigm has already been shown to be central to the development of foundation models [Brown
et al., 2020, Kaplan et al., 2020]. Emerging research now explores shifting RL earlier in the pipeline,
applying it not only in post-training but also during pre-training itself. For instance, Reinforcement
Pre-Training [Dong et al., 2025c] reconceptualizes next-token prediction as an RL problem with
verifiable rewards derived from the corpus, reporting consistent gains that increase with available
compute, thereby positioning RL as a promising scaling strategy for pre-training.

In parallel, open initiatives such as avataRL [tokenbender, 2025] demonstrate training language
models from random initialization purely with RL, bootstrapping token-level rewards and employing
iterative “referee” scoring, thus illustrating a concrete path toward RL-from-scratch training. It is
consistent with the reincarnated RL paradigm [Agarwal et al., 2022], in which previously acquired
computational knowledge (the pre-trained critic) is leveraged rather than training from the ground up.
These developments sharpen a practical question: how can RL-style pre-training be made cost-effective
at scale? Addressing this challenge will likely require reducing both the verifier burden and the costs
associated with reward engineering, which appear to be critical for scaling RL-based pre-training.
Moreover, this line of research is closely related to unsupervised reward design introduced in § 3.1.4,
raising important questions about how to obtain rewards that are both scalable and reliable.

7.7. RL for Diffusion-based LLMs

Diffusion Large Language Models (DLLMs) [Cheng et al., 2025c, Labs et al., 2025, Nie et al., 2025,
Tae et al., 2025, Xie et al., 2025f, Ye et al., 2025c] represent an emerging paradigm in language
generation. Compared to autoregressive (AR) models, DLLMs offer advantages including superior
decoding efficiency and a greater potential for self-correction through multiple rounds of diffusion.
Initial efforts have begun to explore RL for DLLMs [Borso et al., 2025, Gong et al., 2025, Yang et al.,
2025d], yet several key issues remain unresolved.

A central challenge in applying RL to DLLMs lies in accurately and efficiently estimating log
probabilities of sampled responses. This is due to a fundamental difference in how autoregressive
models and diffusion language models inherently model the likelihood of samples. AR models
generate sequences through next-token prediction and factorize joint probabilities via the chain rule,
enabling straightforward left-to-right sampling. However, DLLMs approximate likelihood optimization
by maximizing the Evidence Lower Bound (ELBO). ELBO involves a double expectation over diffusion
timesteps and masked data, and typically demands extensive sampling to achieve accurate estimates;
otherwise, it introduces high variance during preference optimization. Although methods like the
one-step estimator in [Zhao et al., 2025c] and the sampling allocation strategy in [Zhu et al., 2025b]
have been proposed to mitigate variance, efficient and accurate ELBO estimation remains an open
problem for on-policy learning.

Furthermore, the existence of multiple feasible decoding trajectories in DLLMs introduces an
additional research dimension: leveraging RL to guide the model toward optimal sampling traces.
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This requires designing effective reward functions for intermediate denoising steps. For example,
He et al. [2025c] formulate denoising as a multi-step decision problem and applies reward models
to intermediate states, [Wang et al., 2025q] proposed a diffusion-based value model that computes
prefix-conditioned, token-wise advantages to enable trajectory-level rewards, while Song et al. [2025c]
utilize edit-distance-based rewards to maximize decoding efficiency. Future work may also draw
inspiration from RL techniques developed for continuous diffusion models in computer vision [Black
et al., 2024b, Xue et al., 2025a, Yang et al., 2024b], potentially paving the way toward a unified
multimodal framework.

7.8. RL for LLMs in Scientific Discovery

Recent research has shown that involving RL can improve the performance of LLMs on reasoning-
heavy scientific tasks, in some cases even allowing them to surpass specialized methods [Fallahpour
et al., 2025, Fang et al., 2025c, Narayanan et al., 2025, Rizvi et al., 2025]. In domains such as
biology and chemistry, a core challenge for RL is performing result verification at scale, a process
conventionally dependent on wet lab experimentation. Several existing methods have focused on
replacing or supplementing experimental verification: Pro-1 [Hla, 2025] uses a Rosetta energy
function as the reward function for optimizing protein stability, and rbiol [Istrate et al., 2025] verifies
gene perturbation result predictions using biological models and external knowledge sources.

Much room for exploration remains for both reward formulation and improving the oracle models
themselves. Related to this is the broader problem of constructing suitable RL environments that
support rapid experimentation-feedback loops. Agentic systems such as Coscientist [Boiko et al.,
2023] and Robin [Ghareeb et al., 2025] have gained success through lab-in-the-loop verification, but
such sparse, delayed, and costly feedback signals are impractical for directly training the underlying
LLM. In silico simulations of experimental environments, for instance perturbation response prediction
at the cellular level [Bunne et al., 2024, Noutahi et al., 2025], represent a potential path forward.
However, many of these systems are far from sufficient for replacing realistic lab environments due
to their limited scope and critical lack of accuracy and generalizability [Ahlmann-Eltze et al., 2025,
Kedzierska et al., 2023]. Other lines of research have explored incorporating domain-specific models
into LLM training to handle scientific data [Fallahpour et al., 2025] and developing generalist models
capable of a suite of well-defined tasks [Bigaud et al., 2025, Narayanan et al., 2025]. These directions,
coupled with advances in general RL methodology, will continue expanding the use cases of LLMs
from narrowly defined tasks to complex interactions with open-ended objectives, enabling them to
more substantially contribute to novel discoveries.

7.9. RL for Architecture-Algorithm Co-Design

Most current RL pipelines for LLMs assume a dense Transformer [Vaswani et al., 2017] or Mixture-
of-Experts (MoE) [Dai et al., 2024, Jiang et al., 2024, Shazeer et al., 2017] backbone, optimizing
rewards that are almost exclusively tied to task accuracy. As a result, architectural degrees of
freedom, and their hardware implications are left outside the learning loop. In parallel, a new
wave of hardware, architecture co-design has emerged (e.g., hardware-aligned sparse attention as in
DeepSeek’s NSA [Yuan et al., 2025b] and model-system co-design in Step-3 [Wang et al., 2025a]),
indicating that greater efficiency and capability can be achieved by aligning model structure with
computational substrates.

We argue that making architecture a first-class action space in RL represents an open and high-
impact challenge for next-generation LLMs. For instance, reinforced MoE approaches could enable
models to learn routing policies, expert activation, capacity allocation, or sparsity patterns during RL,
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optimizing not only for task reward, but also for hardware-aware objectives such as latency, memory
traffic, energy consumption, and activation budgets. In this framing, RL is tasked with learning to
“reason” not only over tokens [Guo et al., 2025a], but also across parameters and modules, dynamically
adapting the model’s topology to each prompt’s difficulty and to real-time compute constraints. This
perspective goes beyond classic RL-based neural architecture search (NAS) [Zoph and Le, 2016],
which typically finds a fixed architecture for a given task or dataset. In contrast, reinforced MoE
focuses on optimizing routing and modular adaptation per input during inference [Han et al., 2021],
potentially yielding both greater efficiency and flexibility. Key open questions include designing robust
multi-objective reward functions that avoid trivial solutions (e.g., all-expert sparsity), achieving stable
credit assignment when architectural actions modify network topology, and amortizing architecture
policy learning across prompts, tasks, and deployment scales. Addressing these challenges will be
crucial for enabling truly integrated architecture—algorithm co-optimization in future LLMs.

8. Conclusion

We survey recent advances in RL for LRMs with a particular emphasis on reasoning, effectively
transforming LLMs into LRMs. In contrast to prior approaches such as RLHF or DPO, which are
primarily designed for human alignment, our focus is on RLVR for LLMs. RLVR enhances the reasoning
abilities of LLMs by providing direct outcome-level rewards. Firstly, we present the core components
of RLVR, including reward design, policy optimization, and sampling strategies. We summarize
multiple research directions and existing work for each section. And then we discuss several of the
most hotly debated issues in RL training for LLMs. In addition, we introduce training resources for RL
of LLMs, covering static datasets, dynamic environments, and RL infrastructure. Finally, we review
downstream applications of RL in LLMs across various scenarios and highlight several promising
research directions aimed at achieving super-intelligence through RL-based LLMs.
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